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Preface

This book is based on the most recent results of collaborative research in the
field of Information Processing Systems conducted by both university
professors and young computer scientists. The extensive research has yielded
some novel findings that might be directly employed in further technological
innovations. The work reveals ground-breaking scientific achievements and
indicates their practical applications.

The topics have been selected so as to cover three basic fields in Computer
Science. The contents encompass three parts. Part I contains twelve chapters
on Digital Image and Signal Processing. Part II consists of thirteen chapters
on Computer Security and Safety. Part III includes seventeen chapters
dealing with Artificial Intelligence-Oriented Trends and their Applications.

Throughout the book, a great emphasis is placed on theory as well as
practice. The contributions not only reflect invaluable experience of eminent
professors in relevant areas but also point out new methods and approaches
developed by computer scientists and researchers. Most of the contributions
are extended versions of original papers on the topics mentioned above,
which were introduced at recent international conferences. These works were
reviewed by two or three referees, who recommended publishing them in
their modified versions.

We expect that this book will throw some new light on unresolved problems
and will inspire the reader to greater challenges. Hopefully it will be an
effective tool for both senior and young researchers.

Editors, K. Saeed and J. Pejas



Foreword

This book outlines new trends that have emerged in scientific research in the
field of Computer Science. It provides a forum of academic works and researches
conducted by both distinguished and young computer scientists.

It is a pleasure to recognize the fact that a great number of academic teachers
working for the Faculty of Engineering in Elk at the University of Finance and
Management in Bialystok have appeared to be actively committed to research
studies. Undoubtedly, their remarkable efforts, which are presented in this book,
make a valuable contribution to science. This ascertains the fact that the newly
founded academic core, which Elk became as late as the beginning of XXI
century, constantly raises its educational standard.

This book is a result of a fruitful collaboration between the Department of
Computer Engineering in the Faculty of Engineering in Elk and experienced
Departments of Computer Science in Bialystok University of Technology and
Technical University of Szczecin.

I would like to extend my sincere congratulations to the editors of the book, Dr
Khalid Saeed and Dr Jerzy Pejas, on their joint endeavor in producing a work at
such a high level.

Professor JozefSzablowski, President
University of Finance and Management in Bialystok
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Fourier Descritpor-Based Deformable Models
for Segmentation of the Distal Femur in CT
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Abstract:
Anatomical shapes present a unique problem in terms of accurate representation
and medical image segmentation. Three-dimensional statistical shape models
have been extensively researched as a means of autonomously segmenting and
representing models. We present a segmentation method driven by a statistical
shape model based on a priori shape information from manually segmented
training image sets. Our model is comprised of a stack of two-dimensional
Fourier descriptors computed from the perimeters of the segmented training
image sets after a transformation into a canonical coordinate frame. Our
segmentation process alternates between a local active contour process and a
projection onto a global PC A basis of the statistical shape model. We apply our
method to the segmentation of CT and MRl images of the distal femur and show
quantitatively that it recovers bone shape more accurately from real imagery than
a recently published method recovers bone shape from synthetically segmented
imagery.

Keywords: automatic 3D image segmentation, Fourier shape descriptors, principal
components analysis, statistical shape model, active contours, snakes.

1.1 Introduction

Current methods in three-dimensional image segmentation typically employ
statistical shape models, first developed by Cootes and Taylor [1] as a means to



incorporate a priori shape information. A statistical shape model is trained by a
considering the canonical parameterization of a set of similar shape instances, or
training shapes. Performing a principal components analysis (PCA) on the
parameterized shapes highlights the statistical modes of variation in the shape,
allowing for a possible reduction in the dimension of the model shape space,
discussed in more detail in section 2.3. A well-constructed statistical model will
provide a shape constraint on subsequent segmentations of new images.

The primary original contributions of this work are our segmentation algorithm
and our statistical shape representation. The segmentation algorthm iterates two
steps: a local active contour fitting of shape curves on slices through the dataset,
and a global projection of the resulting shape curves onto the PCA basis of our
statistical shape model. Prior methods (see e.g., [5]) simultaneously optimize for
both local (image) constraints and global (statistical model) constraints. Our
method allows us to include a final local (active contours) optmization step, which
finds a solution close to (in the image space) but not in the model subspace
determined by PCA. Our results show that this final local optimization
substantially improves the accuracy of the resulting model. Our statistical shape
representation is based on the principal components of the contour shape
estimated on the slices, but PCA is not applied directly to the contour shape.
Instead, the contour shapes are represented with Fourier descriptors and the
smoothed by removing the high frequency components, and PCA is applied to the
Fourier descriptors collected from the entire bone. This approach reduces the
dimensionality of the PCA and restricts the statistical model to smooth bone
surfaces. For the purpose of developing and testing our method, we modeled the
human distal femur from 19 sets of 3D images generated by both CT and MRI
image modalities (15 CT, 4 MRI); the datasets include both left and right femurs,
so we mirrored the left femur across the midsagittal plane as was done in [2, 3],
creating additional samples of the right femur.

1.2 Approach

In this section, we describe how the statistical models are computed from images
and how these models are used in our segmentation approach.
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1.2.1 Image Preprocessing

For training and evaluation purposes, each of our nineteen 3D image volumes is
manually segmented to model the distal section of the femur. The resulting binary
images are rigidly registered to a coordinate system defined in terms of reference
points on the bone. We have built a User Interface (UI) to aid the user in both
initial alignment and to visualize the segmentation process. To perform this
alignment the user first loads an image data set and specifies the voxel size. The
user can then visualize the image data as one or more orthogonal planes (axial,
coronal, or sagittal) or as an entire volume, when used with volume visualization
hardware such as VolumePro. The user then loads the appropriate mean model
and using visual manipulators shown below in Fig. 1, can scale, rotate or translate
the model into alignment with the image data.

1.2.2 Fourier Descriptors

Based on the manual segmentation, we compute binary images at slices of
constant z-value in the registered volume. Each binary image contains at least one
region representing the bone cross-section; in the case of images intersecting the
condyles, two distinct regions may be present. The regions on each slice are
closed contours, allowing for a Fourier descriptor (FD) [6,7] representation to be
computed. A more recent application of FDs involves medical image
segmentation [5], where the combined optimization approach discussed in the
introduction is used.

The most significant features of the contour are captured in the lower frequency
terms of the FDs, so we can produce a more concise description of the contour by
eliminating the high-frequency terms. We found through experimentation that 32
coefficients sufficiently describe the shape of all distal femur cross-sections.

Fig. 1. Screenshot of User Interface.



Fig. 2. Model of the distal femur demonstrating the slice structure. Note that the slices
shown are a sub-sampling of the full set of slices

1.2.3 Shape Model Representation and Construction

Each femur model is composed of M contour slices parallel to the axial plane and
stacked in the z-direction (Fig. 2). Each of the M contours is described by 32 FDs.
A contour is represented by a single vector formed by concatenating the real and
imaginary parts of the FD coefficients that represent it. The model vector m is then
formed by concatenating the M contour vectors to form a vector of length
n = 64 M .

The modes of variation among the training models are captured by a PCA. Any
shape instance in the training set can be represented by the mean model and a
linear combination of the eigenvectors [8]. Typically, a model can be accurately
approximated by t < T principal components (PCs), corresponding to the t largest
eigenvalues. A model is then approximated as,

(1)

where b-t is the coefficient multiplying the ith PC ph and m is the mean of the
training model vectors. The /?, form the principal basis, or shape space of the
model. Thus, our representation of the statistical model consists of the mean
model vector and the vectors corresponding to the first t PCs. Section 3 will
provide more insight into the effects of model reduction.
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1.2.4 3D Image Segmentation

A 3D image volume that is not included in the training set can be segmented by
iteratively deforming the FD statistical model until it closely matches the correct
features in the 3D image set. The statistical model ensures a segmentation
consistent with the training models. Prior to segmentation, the new image set must
be registered by hand to the coordinate frame as described in Section 2.1. A search
for the optimal segmentation consists of separate local and global optimizations; a
local search (unconstrained by the statistical model) is performed independently
on each slice using an active contours algorithm, and a global search takes the
form of a projection of the FDs of the active contours solutions onto the principal
basis of the statistical model. Since the two searches are forced to intersect
periodically, the constraints from both optimization functions are imposed. The
approach is outlined below in Algorithm 1.

Most previous work in this area involves minimizing a single objective
function that combines terms driven by the image data and terms driven by the
prior shape information. This approach will often result in a solution that is not the
true global minimum, but a spurious local minimum. Our algorithm also allows
the final solution to lie outside the principal component space. This is important
since one cannot otherwise extract new models that extend beyond the training set.
By separating the local and global searches, we can find solutions that the
combined optimization cannot find.

Algorithm 1. Segmentation procedure
1) Initialize active contours (see Local Search) based on the mean model, m
2) Allow active contours to deform independently on each image for h

iterations
3) Convert active contours to Fourier descriptors
4) Project FDs onto principal basis
5) Form a new model from the projected FDs
6) Check Equation (2) for convergence (see below)

a) if A < threshold, repeat steps 2 and 3 only
b) if A > threshold, repeat steps 2-6 with the new model from step

5 as the new initialization for active contours

The alternating process of active contour deformation and shape space
projection continues until the following convergence function reaches some
empirically determined threshold,

or n > 1, (2)



where A represents the change in the model parameters from one iteration to the
next. When this squared sum is less than the specified threshold, the model is
assumed to have converged on a shape space solution. One additional optimization
of the active contours is performed after this convergence.

Local Search

The local search for a solution occurs in the individual 2D image slices using
active contours. Active contours, originally developed by Kass et al. [4] employ
an energy minimization approach to detect features in images such as lines and
edges. The technique typically works best with images that have clearly defined
edges with minimal noise; otherwise a good initialization is required for an active
contour to converge on an acceptable solution. In the case of shape modeling, we
have a good initialization provided by the model information from the previous
iteration, provided by steps 1 or 6b in Algorithm 1. The active contours method
minimizes an energy functional consisting of an internal energy dependent on the
spacing of and bend between the contour points, and an external energy dependent
on the magnitude of the image gradient under the contour. The combined internal
and external energies tend to drive the contour toward the image gradients, while
maintaining control over the shape of the contour.

Global Search

The global search for a solution occurs in the principal space by computing the
parameters b\ in Equation (2) by projecting the FDs from step 3 in Algorithm 1
onto the principal basis. This has the effect of constraining the active contours
solution to be in the shape space, thus from one iteration to the next, the local
solution is projected into shape space to find a global solution. After several
iterations, the parameters b{ will vary negligibly, indicating that a global solution
has been found. As previously discussed, this may not represent the optimal
solution since the actual solution might fall slightly outside the shape space. With
this optimal global solution as an initialization for one final local optimization, ie.
an additional active contours adjustment, a solution that is close to the shape
space, but optimized to fit the 3D image information can be found.

1.3 Results

In order to verify the ability of our modeling and segmentation techniques to
extract anatomical features from medical images, we performed experiments with
the 19 CT and MRI datasets. The datasets are each segmented manually and the
resulting binary images are transformed and resampled as described in section 2.1.
For testing purposes we sample the image volumes to a voxel size of 0.75 x 0.75 x
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3.00 mm, resulting in 40 images spanning the distal 120 mm of the femur. The
original grayscale images are transformed and resampled by the same
transformation as the binary images so that subsequent model-based
segmentations will be performed in the model domain.

Each of the 19 image sets was autonomously segmented according to Algorithm 1
with a model defined via a leave-one-out approach (see e.g., [11]), where the
remaining 18 manual segmentations are used as training shapes. To illustrate the
effect of the number of principal components on model-based segmentation, each
of the 19 image sets is segmented multiple times, each time with a shape model
defined by the remaining 18 datasets with a varying number of PCs (t = 1,2, ... ,
18). This results in 19*18 = 342 total segmentations of the 19 datasets.

We compare the autonomous model-based segmentation results to the manual
segmentation results to obtain a measure of the quality of the segmentation. This
comparison is performed in the 3D image domain by computing the shortest 3D
Euclidean distance between the two voxel "surfaces" for each voxel on the
autonomously segmented set. For each of the 342 segmentations, we obtain a
mean separation distance and a maximum, or worst case, distance. Ideally, these
distances are zero for a perfect fit, assuming that the solution we seek is the same
as the manual segmentation.

We measured the accuracy of our system both with and without the final local
optimization of step 6a in Algorithm 1 to determine if this final local optimization
produced a better result than a solution constrained to be fully within the shape
space. Figs. 3 and 4 show, respectively, the mean and maximum distance averaged

1.5

1.0-•

— — active contours final
shape model final

6 9 12

Number of principal components

Fig. 3. Mean separation distance between autonomously segmented 3D image volumes
and corresponding manually segmented volume. The solid line represents the solution

where the active contours are adjusted after the final shape space projection; the dashed
line is the solution resulting from the final shape space projection.
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15 18

Fig. 4. Maximum separation distance between autonomously segmented 3D image
volumes and corresponding manually segmented volume. The solid line represents the

solution where the active contours are adjusted after the final shape space projection; the
dashed line is the solution resulting from the final shape space projection.

over all segmentations as a function of the number of PCs in the statistical model.
The two curves in each plot represent the solution with a final active contours
optimization and the solution constrainted to lie in the shape space.

The mean separation distance shown in Fig. 3 demonstrates that an increase in
the number of PCs yields a solution closer to the manual segmentation.
Additionally, the final active contours adjustment pushes the mean distance
between the expected surface and the actual surface to approximately half of the
mean distance found by constraining the solution to be fully within the shape
space. We can see the same trend for the maximum separation. Note that the mean
distance levels off between 11 and 12 PCs, indicating that an increase in the
number of PCs beyond 11 or 12 may not improve the segmentation. Larger
training sets may of course require more PC's for accurate represntation.

Our best mean and maximum distance measures compare well to the best
values presented in [3] and are summarized in Table 1. In fact, our best mean
value is five times less than the best mean reported by Kaus et al. [3]. In this work
the authors are modeling full femurs which are more variable than the distal
femurs we are modeling. However we must also note that the authors of [3] are
not solving the automated image segmentation problem, rather they are fitting a
triangular mesh to manually segmented noiseless binary 3D images to form a
surface model. We apply our method to the automated segmentation of noisy 3D
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medical images and evaluate our results using the 3D distances between the
automatically segmented model and a manually segmented model. The authors of
[3] evalute their results using the 3D deviation between the automatically
computed mesh (vertices) and the manually segmented binary 3D images (voxels).
Thus while our method is solving the more difficult problem of automatic image
segmentation, the measures for evaluating the results are similar enough that a
comparison to their results is valid.

max Euclidean distance (mm) mean Euclidean distance (mm)

Our results 3.35(13) 0.28(12)

Kaus et al ~ 4.50 (20) ~ 1.40 (20)

Tab. 1. Comparison of results with Kaus et al. Value in parenthesis is the lowest number of
PCs at which the value occurs

1.4 Conclusion and Future Work

The experiments have demonstrated that our model building method accurately
and compactly captures the shape of the distal femur and our segmentation
procedure successfully segments new datasets (Fig. 5). A comparison of our
results to previously published values of Kass et al. [3] indicates that the accuracy
of our segmentation method compares well to earlier methods. With only 12 PCs
we were able to segment a 3D image volume with an average deviation of only
0.28 mm, a deviation of less than a voxel in most 3D medical images.
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Abstract: The main objective for this research is to develop an algorithm that
produces a dense representation of a surface from a sparse set of
observations and facilitates preliminary labeling of discontinuities in
the surface. The solution to these issues is of a great interest to the
new trends and applications in digital photogrammetry, particularly
for large-scale urban imagery.

This study adopts the approach of a concurrent interpolation of the
surface and detection of its discontinuities by the weak membrane.
The solution was achieved through developing a multigrid
implementation of the Graduate Non-Convexity (GNC) algorithm.
The conducted experiments proved that the developed method is
adequate and applicable for dealing with large-scale images of urban
areas as it was successful in producing a realistic surface
representation and fulfilling other set criteria.

Key words: Surface Reconstruction, Discontinuioty Detection, Multigrid Regularization.

1 Introduction

Surface interpolation is a common and important task for several disciplines and
applications in geosciences and engineering. This topic has regain research interest
with the emergence of new trends and technologies in the collection of geo-spatial
data such as digital photogrammetry and lidar. Such systems provide a large
amount of data in the form of discrete points of three-dimensional coordinates.

Photogrammetry is a 3-dimensional coordinate measuring technique that uses
mainly aerial photographs as the fundamental medium for measurements. The
basic mode of operation is based on taking photographs from at least two different
view points; light rays are then traced back from each photograph to points on the
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object and mathematically intersected to produce the 3-dimensional coordinates
for these points [1]. The advances in computer technology, digital cameras, and
the increasing resolution of recorded images have allowed more optimal
utilization and efficiency, as well as developing new applications [2].

The tasks of surface interpolation and surface analysis play an important role in
reconstructing the surface based on photogrammetric data. Properties of visual
surfaces, such as breaklines and abrupt discontinuities in surface normals, must be
made explicit. They have a critical part for the success of the earlier processes of
image matching and stereopsis. These processes are usually executed over a
hierarchy of image resolutions (image pyramid) [3]. On another aspect, the
performance of any surface interpolation method will suffer greatly without
incorporating such discontinuities. The matter becomes more critical particularly
for large-scale urban imagery normally associated with higher percentage of
occlusion, repeated patterns, and many surface discontinuities [4].

The large quantity of data generated by a photogrammetric system makes it a
challenge to deduce 3D object descriptions from such data. Visual surface
discontinuities are definite indications for boundaries of objects on the
topographic surface [3]. These boundaries are crucial for furnishing appropriate
surface representation, and providing the means for surface segmentation and
object recognition [5]. Identifying spatial discontinuities is vital in many
applications such as segmentation, optical flow, stereo, image reconstruction [6],
and extracting high-level cartographic features (e.g., building representations)
needed in cartographic analysis and visualization [3].

Despite the significance of surface interpolation and surface analysis, not all
algorithmic and implementation aspects for solving the related subtasks are fully
developed. There is no straightforward choice for an optimal surface interpolation
method that would accommodate the needs. Thus, the objective for this study is to
develop an algorithm that produces a dense representation for a surface from a set
of sparse observations and, at the same time, facilitates the preliminary labeling of
discontinuities in the surface.

2 Surface Interpolation and Discontinuity Detection

Surface interpolation may be a simple and well-understood routine for some
applications, or a more complicated and critical issue for others. The reason
behind this is the fact that the interpolation is a prediction of what is not known
that would agree with the data to some extent and behaves reasonably between
data points. Based on the density and the distribution of the data points as well as
the computational principle, different methods provide different interpretations of
the data, and thus, different representations of the surface may result [7].
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A reasonable expectation for an adapted method for surface interpolation is to
construct as realistic a surface representation as possible. In addition, it should
preserve essential surface characteristics implied by the observations. A violation
to this condition occurs when a smooth surface is interpolated over breaklines.
Preferably, the adopted algorithm should refrain from introducing new
characteristics to the surface, for example, creating new maxima or minima in the
surface. It should also allow incorporating and utilizing information on
discontinuities whenever such information becomes available [4].

The number of methods for interpolating data over a grid is large if one considers
all different variations and solution methods [8]. Several methods were reviewed,
tested and evaluated according to the aforementioned criteria. The conclusion was
that interpolating a surface by membrane splines fulfills the criteria above, and
provides explicit information for surface analysis [4]. Depth data, in this
physical/mechanical rendering, are represented by a set of vertical pins scattered
within the region; the height of an individual pin is related to the elevation of the
point. Fitting a surface is then analogous to constraining a membrane (thin film) to
pass over the tips of the pins. Such a model would generate minimal area surface
that is continuous, but need not have continuous first partial derivatives [8],

On a different aspect of the issue, and since they assume a smooth and continuous
surface, the simplistic and direct implementations of conventional methods for
surface interpolation may not be adequate when encountering a breakline or
discontinuity in the surface. The interpolated surface will exhibit an unrealistic
behavior that is manifested as oscillation and overshooting. Hence, discontinuities
must be detected at a certain phase of the interpolation process.

To address the issue of detecting discontinuities in the surface, several research
studies have adopted the concept of a "line process", first introduced by [9]. A line
process is a set of binary variables located at the lines that connect grid cells
representing the surface. The purpose of a line process is to decouple adjacent
cells if the values of these cells are different. However, a penalty should be paid
when a breakline is introduced. Thus, a break line will only be introduced when
paying the penalty (within a cost or energy function) is less expensive than not
having the break line at all. Pre-setting the line process variable associated with
specific cells can accommodate available information on their boundaries.

2.1 Energy Minimization Approach

Because some information is lost in the two-dimensional photographic recording
and measuring processes, reconstructing the surface from a discrete set of data is
an ill-posed problem [3]. Thus, regularization is normally used for obtaining the
unique solution to the problem. It involves minimizing an energy function E that
essentially includes two functionals. The first functional, D(s), provides a measure
of the closeness of the solution (s) to the available data. It is usually taken to be
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the sum of the square of the differences between interpolated values and the
original data. The second functional, S(s), measures the extent to which the
solution conforms to the underlying assumption, usually expressed by the
smoothness of the solution [8].

The minimization of E is a trade-off between maintaining closeness to the original
data and obtaining a smooth surface. The regularization parameter, X2, controls the
influence of the functionals. A penalty function is added to the original energy
function E. This function takes the form P-al,, where a is the penalty and /, is the
line process. This produces a combination of a continuous function for the surface
and a discrete one for the lines:

The energy functional in equation (1) prefers continuity in the surface, but allows
occasional discontinuities if that make for a simpler overall description; a theme
called "weak continuity constraints" [10]. This combination facilitates achieving
surface reconstruction and discontinuity detection at the same time.

2,2 Graduated Nonconvexity Algorithm

The energy function E is a non-convex function that has many local minima. In
such a case, variational methods are used to guarantee obtaining the global
minimum. Accordingly, the solution is achieved by means of embedding the
functional E into a one-parameter family of functionals F*p). The parameter p
represents a sequence of numbers ranging from one to zero. The function F1 is a
crude, but convex, approximation to the non-convex function. However, as p goes
to zero, F9 becomes closer to the original non-convex one [11].

To obtain the function sequence F*p), the approach of Graduate Non-Convexity
(GNC) algorithm developed by [10] is adopted. Accordingly, the line process P is
first merged with the interpolation function S to create the neighbor interaction
function (gat) that is not continuous (Figure 1). The modified configuration is
then solved by the graduated non-convexity algorithm, where the non-convex
function E is gradually approximated by a convex one, F, through a family of p
intermediate functions. The final solution represents a convex approximation that
encompasses the original function and has only one global minimum. The
neighbor interaction function is also modified accordingly and approximated with

a set of splines, as shown in Figure 1, denoted as gj£ (t) , and expressed as

X2t2 if \t\<q

a-c(\t\-r)2/2 if q<\t\<r (2)

a if 111> r

where c= 0.25/p, r= a(2/c+l/X2), and q = a/(X2r).
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Figure 1. Approximation of the neighbor interaction function g^.

Numerical solution of the function sequence fip) is achieved by implementing a
relaxation algorithm, all terms of which are functions of the parameters A and a.
Beside their original connotation, the first parameter defines the distance for the
interaction between discontinuities, beyond which two discontinuities do not
interfere with each other. The second parameter (a) is "immunity to noise"
measure that prevents generating spurious discontinuities when oo 2 a2, where o2

is the variance of the mean noise [10].

There are other aspects of performance that depend on these parameters in
discontinuity detection. The first one is contrast sensitivity threshold

(h0 = V2a/ X ), which determines the minimum contrast for detecting an isolated

step edge. The other aspect is the gradient limit (gt =h0 /2X) that would identify a
ramp as a step when its gradient exceeds g/. These different aspects of
performance in discontinuity detection provide guidelines for defining the values
of X and a. Based on the broad expectations of the surface, one may choose
specific values for the parameters considering, e.g., the desired height of a step to
be detected Qi0) [4].

3 Multigrid Framework Development
The Graduated Non-Convexity solution for the weak membrane has the virtue of
simultaneous execution of surface interpolation and discontinuity detection.
However, sparse data set poses an intricacy at deciding on the exact location of a
discontinuity when it is required. This ambiguity arises from the fact that inserting
a breakline anywhere between data points that are several grid nodes apart will
yield the same low energy. Because of that, it was recommended that the sparse
data must first be converted to a dense one using a continuous membrane [10], [4],
Thus, carrying out surface interpolation and analysis tasks would involve two
main sub-tasks. The first one is surface densification that produces a preliminary
dense representation of the data. The second sub-task is the actual combined
process of interpolation and discontinuity detection by the weak membrane. Both
sub-tasks involve applying a relaxation method.
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3.1 Relaxation and Multigrid Methods

A numerical solution by relaxation techniques (e.g., Gauss-Sidel, and successive
over-relaxation methods) would approximate the differential equation by finite
differences (or finite elements) [12]. A grid representation of the surface is then
obtained by computing its value at each node of the grid using a weighted sum of
the values of the neighboring nodes. The solution is acquired through an iterative
fashion, where each new iteration improves the attained surface representation.

Standard relaxation methods are inherently inefficient in propagating information
over large region of no data [13]. The method of multigrid provides the remedy for
dealing with low-frequency components, and speeding up the convergence. It
provides two strategies; the coarse grid correction and the nested iteration. The
principle of the coarse grid correction scheme is to transfer (restrict) the solution
to a coarser grid when relaxation begins to stall (due to reaching smooth error
modes). The low frequencies on a fine grid look less smooth (i.e., become higher
ones) on a coarser grid. The process is then repeated with the possibility of
transferring to yet coarser grid [13].

The other strategy in multigrid computations is the nested iteration scheme, which
prescribes that the initial approximation for a fine grid is obtained by interpolating
(prolonging) the solution of the coarser grid, instead of starting with any arbitrary
approximation. The solution of the coarser grid, in turn, is found by the same
process from even coarser grids. The solution of the coarsest level is obtained by
exact, or more rigorous, solution of the problem. With such an approach, there is a
smaller number of unknowns to update, smaller number of relaxation sweeps, and,
thus, faster rate of convergence. Nested iteration is then a recursive application of
the correction scheme [13].

3.2 Multigrid GNC for the Weak Membrane

This study opted for implementing the GNC algorithm in a multigrid scheme. As
the result of pursuing the multigrid approach, gaps representing the low
frequencies in the surface would be filled, and better and faster surface
representation would be produced. Implementing the tasks of surface densification
and the weak membrane within a multigrid scheme will therefore improve their
performance.

The multigrid implementation requires defining two different structures; one is
related to image pyramid and another for surface grid resolution. For every level
in the image pyramid, there is a surface representation of the same resolution in
the object space. However, the surface is further sampled into grids of coarser
resolution to satisfy the algorithmic requirements for providing an initial
approximation for the surface. This proposition is demonstrate by Figure 2.
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Multigrid Surface Image Pyramid

Figure 2. The relation between image pyramid and multigrid surface.

The Multigrid GNC, thus, will proceed through several phases. First of all, the
original data must be preprocessed and sampled according to the definitions of the
grid at each level. Secondly, a complete cycle of the multigrid membrane would
be performed to obtain a dens surface at a specific level of surface representation
using a prolonged solution from the previous level as well as the corresponding
data. At the end of such cycle, the GNC routine would be activated as the third
phase. The results of performing the GNC algorithm are a surface representation
and a set of detected discontinuities at the specific level of image resolution. These
results would be used to provide an approximation for the new cycle at the next
finer image resolution in the pyramid.

4. Test Data and Experiments
The test data is related to a multi-story building with surrounding walkways and
landscape that is visible in two consecutive aerial photographs (stereo pair). The
left part of Figure 3 depicts the building in a section of one of the aerial images.
The photographs were scanned at two image resolutions. The coarse resolution
provides an image of a pixel size equivalent to 2 meters on the ground, while the
finer resolution corresponds to 1 -meter resolution.

The image-matching phase in the photogrammetric reconstruction of visible
surfaces was conducted using the two image resolutions. The outcome was two
sets of points, each of which represents three-dimensional points in successfully
matched edge segments in the corresponding image resolution, The center and
right parts of Figure 3 represent the data points obtained at the 2-meter and
1-meter image resolutions.

In order to proceed with the study, the first set (2-meter resolution) had to be
sampled into three levels of cell size equals 2, 4, and 8 meters. The criterion used
to determine the number of grids was the percentage of the nodes with data versus
nodes without data (50% or more). Such a value was set empirically in order to
promote small number of consecutive nodes of no data in a grid.
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Figure 3. A section of a digital image showing the test site (left), the matched
edges at 2-meter (center), and 1-meter (right) resolution.

The three-level sampled data set was then used in a full cycle of the multigrid
GNC methodology (i.e., a combined implementation of the multigrid membrane
followed by the weak membrane). Figure 4 represents the resulting surface in the
final level after a complete multigrid cycle, as well as the detected breaklines at
this level.

Figure 4. Surface representation for the 2-meter data resolution produced by
multigrid GNC (left), and the detected discontinuities (right).

The last experiment attempted to apply the developed algorithm on
multi-resolution data. Both data sets (corresponding to matched points at 2-metre
and 1-meter image resolutions) were resampled to the required number of levels
down to 8-meter resolution. Figure 5 shows the surface as interpolated by the
multigrid implementation of the weak membrane, and the detected discontinuities.



Information Processing and Security Systems 21

Figure 5. Surface representation for the 1-meter data resolution produced by
multigrid GNC (left), and the detected discontinuities (right).

5 Concluding Remarks
The main contribution of this study was the development of a multigrid
implementation of the Graduated Non-Convexity (GNC) algorithm for the weak
membrane. The algorithm presented by this study offers the solution for the
problems associated with the original GNC algorithm in dealing with sparse set of
data. The conducted experiments proved that this algorithm is adequate and
applicable for dealing with large-scale images of urban areas.

The multigrid formulation of the GNC offers an additional benefit as it lends itself
to a more objective definition of the required GNC control parameters. The value
of X (the scale) can be determined in conjunction with the level of surface grid. At
the lowest resolution of the grid, it is chosen a bit larger than one (e.g., 1.1) to
keep the smoothing and breaking of the surface at the minimum. However, A
would be increased by one each time the algorithm progresses to the next higher
level. As with respect to the contrast threshold (h0), this study found that GNC
performs better when h0 is close to twice the mean deviation from the mean of the
surface. This way ho is related to the surface data and its variations.

Hierarchy is an intrinsic concept of visual surface reconstruction. Thus, multigrid
scheme would provide the means for the communication between the different
levels of the image pyramid and among the different phases of surface
reconstruction (e.g., image matching and object recognition). In addition to dense
interpolated surface, the multigrid representation of the line process serves to
communicate information on detected breaklines to these components.

Besides influencing the matching process at the next level of image resolution,
there are several ways to benefit from the detected discontinuities. They can be
compared or incorporated with other indications. One of which is the set of
building boundaries in the object-space like those inferred from lidar observations
[5] or from other evidences in the aerial photos after registering and integrating
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both data in a fashion similar to [14]. Another way is by studying the scale-space
behavior of discontinuities detected in the surface at the end of each cycle [15].
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Abstract: This paper reports on the development and implementation of an
integrated and interactive system for cell analysis featuring remote operation and
real-time analysis for generating analytical data from microscopic images. The
system consists of a number of image processing modules implemented in a virtual
instrumentation environment, combined with novel techniques developed for
thinning and local edge-gap filling in the cell image segmentation process. These
approaches, integrated with advances in networking, have been initially applied to
viral feature analysis in SARS-CoV microscopy. Real-time operation through the
user-interface of the proposed system generates quantitative results for remote
clients. The rapidity and viability of operation permit the investigation of mutant
viral agents on the basis of their morphological cell features.

Keywords: Remote analysis, cell image analysis, boundary extraction, electron microscopy

1 Introduction

Advancement of image processing techniques is a welcome adjunct in electron-
microscopic cell analysis and is the object of increasing interest in research for the
enhancement of accuracy in disease diagnosis. Electron microscopy is notable for
its rapidity of operation and open view that permit detection and identification of
emergent viral agents [1]. Electron microscopy does not require specific reagents
for, or prior knowledge of, a particular agent, but can nevertheless categorise a
pathogen on the basis of its morphological cell features [2] [3]. However, full
exploitation of this potential requires the coordinated application of electron
microscopy together with other frontline technologies [1].

The emergence and rapid spread of SARS (Severe Acute Respiratory Syndrome)
has dramatically emphasised the need for both collaborative international
networks [4] and linking of personnel from distant locations with laboratories
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monitoring and analysing test samples of the causative agent by electron
microscopy. Remote monitoring and analysis is thus beneficial for the diagnosis of
disease by experts in distant locations as it offers the opportunity for collaborative
involvement in this type of disease surveillance.

Remote access to stored medical images in telemedicine enables the transmission
of images with patient information over the Internet. Although many system
developments have the ability to transmit hospital data on patients through the
communication protocol TCP/IP [5], the combined facilities of real-time operation
and analysis are yet to be developed for many applications. Remote users would
derive considerable benefit from a system endowed with facilities enabling image
acquisition, camera control, real-time monitoring, automated pattern recognition
for cell feature extraction and quantitative result generation. This paper reports on
the experience gained from developing and implementing an integrated and
interactive system for remote cell analysis in order to produce quantitative data.
System viability is demonstrated by applying it - in the first instance - to SARS-
CoV identification.

2 System Features

2.1 Real-time Operation

Upon activation, the proposed system first seeks to confirm the availability of a
camera coupled to the microscope and then checks the system's ability to acquire
images continuously. If none is available, the program searches in image
databases for any image which has been stored by the operator.

The image acquisition card used in this system is PCI-1490, which enables high-
resolution, measurement-quality images to be obtained from a RS-170 standard
camera. Images are acquired at double-speed with 60 frames per second for
progressive scan and interlaced perception. This "frame-grabber" has three
independent DMA (Data Memory Access) controllers with each controller
performing scatter-gather DMA, which means that the DMA controller
reconfigures on the fly, and thus performs continuous image transfers to either
contiguous or fragmented buffers. Four external triggers are used for pulse
generation to send commands via digital I/O lines embedded in the board for
remote control of the camera connected to a frame-grabber. Additional digital
outputs are used to transmit pulses for camera zooming, focusing, lighting and
directional turning, so as to offer more functionality over the Internet to remote
users.
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The acquisition method used in this implementation utilises relatively inexpensive
digitised electron microscopy instead of robotic electron microscopes having
embedded acquisition devices. It is suggested [1] that diagnostic electron
microscopy will be neither expensive nor difficult to perform if implemented in a
diagnostic network. Machine vision utilised in the proposed system enables real-
time monitoring of cell images, which are obtained from cameras coupled to
electron microscope.

2.2 Vision Bias Attenuation

Medical diagnosis, based on machine vision, is becoming increasingly used in
medical practice. Advantages of machine vision over human vision arise from the
fact that machine vision precludes factors which can lessen diagnostic accuracy
such as personal bias, physiological factors and ambient conditions. For instance,
receptive cells in the human eye may respond in a particular way to the edge
information of a particular image when processing image information. Direct
visual inspection of medical images may result in the false interpretation of object
information, if edge effects are present in the image.. An example of this situation
is given in Fig. 1 which shows an edge-effect included in the image of a partly
occluded cell. This type of phenomenon is referred to as the Craik-O'Brien-
Cornsweet Effect [6].

A

Fig. 1. (a) An example of the edge effect occurring through direct visual inspection, (b)
Brain recognition of luminance distribution, (c) Actual luminance distribution.

Direct visual inspection of the cell image in Fig. l(a) leads to the erroneous
perception of a cross-sectional trough as shown in graph (b). The actual
representation of the one-dimensional luminance distribution of a horizontal cross-
section, correctly depicting edge effects is shown in Fig. l(c). Somewhat
stunningly, the entire image area in Fig. l(a) can be seen as evenly bright - i.e.,
the cell object will disappear - when the two inner edges of the cell object are
covered. Hence, some method for the observation of the actual cell luminance
profile needs to be established in a user-friendly system in order to enhance the
diagnostic accuracy of microscopic cell images in machine vision.
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To eliminate the possibility of false interpretation of images containing edge-

effects, the proposed system deploys an edge profile analysing interface as shown

in Fig. 2. Real-time microscopic images and corresponding edged-images appear

in a sub-window and edge profiles of images are revealed when the user draws a

line across the images as demonstrated in Fig. 2.

iluj^Sli

Fig. 2. Sub-window showing profiles of cell images. (The coronavirus microscopic image:

Courtesy Source [7])

The proposed system implemented for remote operation performs analysis tasks,

which can be controlled through graphical user interfaces (GUIs). The main GUI

includes live image acquisition, image enhancing, processing and analysis based

on image processing techniques including morphological transformations. The

main interface programmatically links various analytical programs, which have

separate control panels appearing as sub-windows within the main GUI. Various

sub-windows, example of which is given in Fig. 2, are employed in the remote

system to make the analysis easier, providing user-friendly interactive operation.
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2.3 Client-Server Technology

The implemented system utilises client-server technology by a LabVIEW® Server
[8], which enables the detection and acceptance of the network connection from
the browser, the retrieval of programs and the transmission of data between the
server and clients via the communication protocol TCP/IP.

Each processing step of the system - implemented with virtual instrumentation
programs (Vis) - performs objective tasks, calling Vis remotely through user-
interfaces and ActiveX automation. The embedded data socket technology [8]
shares the live data over the Internet. The data socket delivers the data in a variety
of formats, such as strings of text, arrays of data as spreadsheets and sound files.
Separate data socket connections added to each required terminal in the Vis make
the data available to remote locations through their own data socket connections.
These connections in each VI enable remote users to manipulate the controls
through the GUI and to receive new values through the data socket as they flash
up on the client machine.

The server publishes GUIs as PNG formatted images as these compress graphics
better than JPEG compression technique that may cause loss of detail in images.
Enhanced security controls deny access to unauthorised users. In addition, the
processed images and data can be stored, with later access to the database
facilitating observation and further analysis by experts.

Health management services are enhanced by the availability of remote systems as
they provide 24-hour access although staff may only be available during daytime.
This means that at night-time in one location, the system can be operated by staff
in another country where it is daytime. Operation of the system at a distance also
facilitates the reduction of bio-safety risks in the case of viral disease. For
instance, when a SARS case re-emerged in Singapore, investigation showed that
the SARS patient had most likely acquired the infection from the laboratory where
the patient had worked [11].

3 Cell Image Processing

3.1 Image Segmentation

The image processing techniques used for the remote analysis constitute the key
elements of this system. A series of image processing techniques implemented in
the Vis and related sub-Vis can readily be controlled from a distant location using
the system. The techniques used aid in image enhancement and provide feature
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highlighting needed for quantitative report generation on each cell object detected
in the microscopic image.

The first processing step extracts the value pane from the image displayed on the
interface by effective grey-level morphological transformation. As the output
images provided by each step continue into the next step, a copy of each output
image is numbered and stored in temporary memory, enabling other desired
actions such as subtraction, addition and comparison with other output images to
be carried out.

The Gaussian filter used with a 3x3 kernel as a smoothing filter recalculates each
pixel value based on the coefficients of the convolution kernel. The next step of
the procedure performs edge detection using non-linear spatial filters namely,
Gradient, Sobel, Prewitt, Roberts, Differentiation and Sigma operators, which can
be selected from the user-interface as desired. The Sobel operator is set as default
to facilitate automatic processing. Thresholding applied to the output image
creates a binary image. Thresholding is always a subjective process and
sometimes produces more information than is needed for the consequent binary
image, leaving noisy particles or less information on edge detail than is needed.
These deficiencies and the remaining superfluous incomplete cells on image
corners are rectified by the following novel approaches.

3.1.1 Absolute Cell Contour Extraction

The preliminary image processing steps implemented in the VI environment
employ mathematical morphology [9]. The morphological operation applied to the
procedure uses structuring elements, which systematically move across the entire
image, matching representative pixels with corresponding pixels, either retaining
or deleting pixels to suit the application. This template acts as a criterion for
removing any features that do not match the template pixels, within some
tolerance. The template used to remove each small particle uses eight-connectivity,
which specifies how the algorithm determines whether an adjacent pixel belongs
to the same particle or to a different one. When the system uses the input image in
Fig 3(a), the processing step provides the image as in Fig. 3(b) that include
incomplete cell objects touching the image border.

Fig. 3. (a) An electron-microscopic cell image as input [7]. (b) An image provided during
image processing steps, (c) Filtering techniques producing a contiguous cell boundary.
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The superfluous elements are deleted by using the structuring element in the
automated process, since they will not count as cells for the final quantitative
analysis. After this step and binary image inversion, the application of the thinning
process converts the remaining thick boundary to a one pixel thin boundary, at the
same time deleting the remaining pixels. Fig. 3(c) shows the output edged image
obtained by thinning, which overlays the first copy previously created in the
temporary memory.

3.1.2 Contiguous Boundary Formation

Cell images having a cluttered background usually produce open edges in the cell
boundaries. When these edge-gaps are monitored, the GUI enables the user to
switch on the local edge-filling process, which displays a sub-control panel. Cell
boundaries with even a one-pixel open gap will not be labelled and will not be
given due recognition in the analysis procedure to continue.

The process of edge-gap filling [10] creates new pixel information on
corresponding empty neighbours using directional sensitivity information of edge-
end pixels. This procedure searches the entire image, finding edge-end pixels row
by row. The relevant direction of each of the detected pixels takes into
consideration the known alignment of neighbouring pixels, setting the direction of
the incomplete pixel as opposite to that of the neighbouring cell direction.

3.2 Cell Feature Analysis and Report Generation

Using the proposed system, the SARS-CoV microscopic image shown in Fig. 4(a)
has been analysed from a distant location over the Internet. The image processing
steps, including the edge filling, provide the required contiguous boundaries.
Fig. 4(b) shows the output boundary image which overlays the base image by
weighted averaging. The labelling operation, which is the next step performed by
Vis, groups the same types of particles and applies colours to the objects having
contiguous boundaries, as shown in Fig. 4(c).

Fig. 4. Remote analysis of SARS Co-V. (a) Electron-microscopy as the input image,
Source [2]. (b) Output of contiguous boundaries obtained by the system, overlaying the

input image, (c) Labelling of objects to be analysed.
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The Vis of the remote system detect the spatial characteristics of the labelled
objects in Fig. 4(c) and measure each object. The Vis return a set of measurements
as an array of coefficients recording relevant values for each object. The cell
boundary (Bilayer) is detected as Object 2 with the background being detected as
Object 1. The highlighted boundaries of N-protein (viral nucleocapsids) are
detected as Objects 3 to 8, and their measured data are placed in a spreadsheet.
Detected Object 10 is the lOOnm scale given by electron microscopy and stands
for the calibration of the system's units into required units; in this case in
nanometres. The generated data show that the SARS-CoV (Object 2) has a longest
distance of 96nm across the image and a perimeter of 314nm. A previous SARS
study stated that the examination of negative-stain electron microscopy shown in
Fig. 4(a) revealed that SARS-CoV has a diameter of 80nm to 140 nm [2].

The Vis embedded in the system generate multiple parameters to identify and
classify the objects allowing speedier investigation of detected cell features. The
system produces a variety of measurements, including shape, orientation, longest
segment, movement of inertia, etc. The movement of inertia gives a representation
of the distribution of the pixels in the object with respect to its centre of gravity.

For example, the Vis convert the detected object to a circle having the same
perimeter and then produce a value which is half the radius of the new circle,
being the hydraulic radius for the detected object. The data sheet generated on the
client window shows that hydraulic radius of the bilayer in the example shown in
Fig. 4(c) is 19.8nm. The Waddel disk diameter of 89.8nm given for the bilayer is
derived from the diameter of the circle with the same area as the object.

4 Conclusion

The integrated system described affords the ability to perform remote analysis and
report generation for cell analysis, as demonstrated in the case of a negative-
stained SARS-CoV microscopic image. The system functions rapidly, producing
reliable measurements followed by the cell image analysis procedures
implemented on a virtual instrumentation platform. Electronic information and
communication technologies embedded in the system will support collaborating
healthcare professionals separated by distance.
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Abstract: This paper presents a speech analysis/synthesis model based on
periodic-aperiodic decomposition. In presented approach,
decomposition is performed in whole speech band without making
identification of voiced/unvoiced regions. Other important feature is
pitch-tracking ability of decomposition algorithm. For this purpose a
new pitch-tracking transformation called Time-Varying Discrete
Fourier Transform (TVDFT) is employed. Periodic component is
modelled as a sum of pitch harmonics with amplitudes and phases
estimated with TVDFT. Aperiodic component is defined as a difference
between original speech signal and synthesised periodic component.
TVDFT needs accurate fundamental pitch estimation. This paper also
presents a robust pitch estimation.. Experimental results showing
advantages of suggested model are also given.

Keywords: speech decomposition, Time-Varying DFT

1 Introduction

High quality low bit-rate speech coders are major interest in speech
research [1],[2]. Models for speech coding based on sinusoidal representation
proved its ability to produce good-quality synthetic speech at low bit-rates [3],[9].
Sinusoidal speech signal representation was proposed by McAulay and Quatieri
[4] and further developed by George and Smith [5]. Voiced speech in this method
is modelled as set of harmonically related sinusoids with parameters obtained
directly from the STFT spectrum. More accurate approach to speech modelling
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based on harmonic+noise model was presented in [6]. This model assumes speech
spectrum to be divided in two bands by the maximum voiced frequency. Lower
band consist harmonically related sinusoids, while upper band is modulated noise.
In the Multiband Excitation Vocoder [7] speech spectrum is divided into a set of
bands, and for each band a binary decision voiced/unvoiced is performed. In MBE
only bands declared as unvoiced, represent noise part of speech.

Speech coding models in presented approaches are clearly not valid from
the speech production point of view. In general, speech production process can be
viewed as consisting source component and filter component. In real speech
voiced part consist of some noise. It is clear, that voiced fricatives (e.g. /n/, /z/) or
breathy vowels consist noise, but in normal vowels noise component is also
present due to the turbulence of air around glottal closure [8]. Thus, assumption
that is more accurate is to consider voiced speech as a sum of periodic and
aperiodic components without identification of voiced/unvoiced regions.

Yegnanarayana et. all [8] proposed model which considers that periodic
and aperiodic components are present in whole speech band. Decomposition of
speech is performed on excitation signal approximated with use of inversed linear
prediction filter. Idea of algorithm is to derive a first approximation of periodic
and noise components, then, an iterative algorithm based on Discrete Fourier
Transform (DFT)/Inverse Discrete Fourier Transform (IDFT) pairs is employed in
order to refine first approximation and reconstruct noise component. Periodic
component of excitation is obtained by subtracting noise component from LP
residual. Periodic and noise components are used separately to excite the time
varying all-pole filter to obtain the corresponding components of speech signal.
Another method of periodic-aperiodic decomposition is proposed in [9]. Speech
signal is windowed and window should contain integer number of pitch periods.
After windowing DFT is performed to obtain periodic and aperiodic components
samples. Power interpolation algorithm is performed in order to compensate errors
in aperiodic component estimate caused by fundamental frequency and harmonics
amplitudes variations.

Although the methods proposed in [8] and [9] are able to perform
decomposition of speech signal into periodic and noise components, they have
some disadvantages. Due to the time-varying nature of speech error compensation
of periodic and aperoodic estimate has to be involved, as these approaches does
not take into account time-varying fundamental frequency or harmonic
amplitudes. Information about amplitudes and phases of harmonics in these
methods is taken directly from DFT spectrum, which can cause errors. This fact
reduces usability of discussed approaches as models for speech coding
applications. In this paper we present another approach to speech decomposition
into periodic and noise components. As the methods presented in [8],[9] it works
in whole band, without making any voiced/unvoiced decisions for spectrum
regions. First step of algorithm is pitch frequency estimation. A robust pitch
detection method based on tuning pitch frequency to its harmonics presented in
[10],[11] is used. Having information about pitch track, amplitudes and phases of
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pitch harmonics are determined using pitch-tracking transformation we have
called Time-Varying Discrete Fourier Transform (TVDFT) [12]. This
transformation provides estimation with respect to time-varying pitch frequency.
Next, using a number of sinusoidal generators, periodic component is generated
with time-varying pitch frequency, amplitudes and phases. Finally, decomposition
is performed in time-domain, and the aperiodic component is defined as a
difference between original speech signal and synthesised periodic component.

2 Pitch Estimation and Trace Tracking Method

Pitch tracking algorithm operates both in time and frequency domain.
Preliminary pitch estimation is taken using autocorrelation vector, then this
estimate is used to refine pitch frequency using algorithm working in spectral
domain similar to the one proposed in [11]. In order to prevent Grose Pitch Errors
(GPE) and pitch track distortions a tracking algorithm is used. Scheme of pitch
estimation and tracking algorithm is shown on fig. 1.
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Figure 1. Pitch estimation and tracking algorithm.

First, the input speech signal is weighted in 256-point time window
(sampling rate is 8kHz and overlapping coefficient is 75%). Then, autocorrelation
vector is computed. Maximum of autocorrelation sequence in interval
corresponding to possible fundamental frequency values (typical from 60 to
500Hz) is taken as initial estimation of pitch frequency. In order to improve
robustness of the algorithm following pre-processing operations are performed
according to Sondhi [14]. Next initial estimate (F o ) of fundamental frequency is
tuned to all present pitch harmonics [11]. After the pitch refining voiced/unvoiced
decision is made on the basis of the following parameters: input signal energy,
maximum of the autocorrelation sequence and harmonic factor computed as
follows:

h - - 0)

where nh is number of present harmonics, nmax - number of all possible harmonics
with given pitch. In case of inability to identify at least two out of four leading
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pitch frequency harmonics, the segment is considered unvoiced. Refined pitch
value Fr for each weighting window is identified with the harmonic factor, which
can be understood as adequacy of the estimation. False pitch frequency
estimations got during speech flow pauses are discarded on the base of analysis of
the weighting factors of pitch frequency estimations and analysis of the values of
the input signal level, of the speech and silence levels. In order to prevent grose
errors and provide better quality, pitch estimation is performed with a delay of two
analysis windows. Estimations of the pitch frequency are included in the current
track in case the difference between neighbouring windows does not exceed the
allowed one. Trace tracking estimation of pitch frequency is calculated using
linear approximation of current trace according to the least-square method. The
condition determining end of the trace tracking is checked by availability of
preliminary estimations to the right of the window being analyzed and by
harmonic factors. Resulting pitch frequency is determined as:
F0=hfFr + {l-hf)F,, (2)

where Fr - refined pitch; Ft - trace tracking estimation.

Robustness of the pitch track estimation algorithm is shown on fig. 2.
Measurements were performed with a different additive noise level. It can be
considered, that algorithm can work in presence of big noise and standard
deviation is less than 1% even if SNR coefficient is OdB.
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Figure 2. Pitch tracking algorithm experiments results.

3 Time-Varying Discrete Fourier Transform

It was mentioned in introduction that most important in spectral analysis of
speech is determination of amplitudes and phases of harmonics. Using STFT as a
spectrum analysis tool does not bring good results. Spectral lines of DFT are
positioned always at the same frequency. In the Pitch-Synchronous DFT this
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problem is partially solved [9] by choosing length of analysis frame with respect
to fundamental frequency. Spectral lines of this transformation are positioned on
harmonics, but problem of time-varying pitch remains, because length of analysis
frame is chosen using only one estimate of fundamental frequency within a frame.
Experiments proved, that fundamental frequency changes can be even about 20%
in 32ms. Without information about fundamental frequency change, it is
impossible to obtain proper analysis frame length, also position of spectral lines
does not match exactly harmonic frequencies. Time-Varying DFT does not have
these defects. It provides spectral analysis in harmonic domain, so the
fundamental frequency of analyzed signal and its harmonics are always on
spectral lines [12]. This feature greatly simplifies spectral analysis of described
above signals. DFT transform providind analysis in spectral domain is given by:

N-\ _ .2mkF0

where X(k) - k-th spectral component corresponding to k-th harmonic, x(n) - input
signal, TV - transformation length, Fs - sampling frequency, Fo - fundamental
frequency. Kernel of transformation has to be modified in case tracking analysis.
Argument of exponential can be written as follows:

0 for n = 0

otherwise' ^ '

where F0(i) is fundamental frequency at time specified by /. Transformation
providing tracking harmonic analysis is given as follows:

X(k) = ^x(ri)e-J*M) ,k = 0..K (6)

Non-orthogonal TVDFT kernel can cause energy leakage to neighbouring spectral
lines. There are possible two strategies to deal with the leakage phenomenon [12].
First is to use strategy similar to the one used in PSDFT relying on choosing
analysis frame length with respect to fundamental frequency changes. Second
strategy is based on using pitch-tracking time windows, can be useful. Idea of this
solution is to design a spectral window, which follows fundamental frequency
changes. Experiments showed, that for leakage compensation good results could
be achieved when Kaiser Window is used as a prototype [11]:

' n=0"N~l ( 7 )

where N - window length, ft - window parameter, I0(x) - zero order Bessel
function, x(n) is a function enabling time-varying feature, given as:
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5r' (8)

where (p{n,\) is computed using formula (5), Fo is average fundamental frequency

in analysis frame.

4 Periodic-Aperiodic Decomposition Scheme

Speech signal decomposition is the basis in proposed coding method. Proposed
method performs decomposition in whole band, which provides to more accurate
representation of speech, thus synthesized signal sounds more natural. Speech
signal decomposition scheme is shown on fig. 3. First step of decomposition is
pitch tracking. This information is passed to Time-Varying DFT analyzer. Output
of TVDFT gives information about amplitudes and initial phases of harmonics.
For production of harmonic component a set of time-varying oscillators can be
used using formula:

K

h(n) = ^TiAk(n)cos((p(n,k) + <&k), (9)
fc=0

where phase <p(n,k) is determined using formula (5). While TVDFT is performed
every 16ms instantaneous amplitudes of harmonics have to be computed using
interpolation algorithm. Piecewise cubic Hermite interpolation algorithm is used
because this kind of interpolation can easily deal with large data set.
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Figure 3. Speech signal decomposition scheme.

Having harmonic component, noise component is defined as a difference
between input speech signal and harmonic component:
r(n) = s(n)-h(n) (10).

In practice two possible solutions of decomposition can be implemented. First is
to use overlap-add technique. Harmonic component is generated frame-by-frame
with overlapping and then noise component is a difference between input frame
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and harmonic frame. Second solution is continue harmonic component generation.
Using overlap-add method provides to less computationally efficient algorithm
while continue generation introduces phase mismatches and additional phase
interpolation algorithm should be involved.

Figure 4. Example of speech signal decomposition

In order to improve decomposition an iterative algorithm can be used. After
decomposition, residual signal r(n) is used instead speech signal, then
decomposition on this signal is provided using the same pitch track. Output
harmonic component is sum of harmonic component from all iterations and noise
component is residual from last iteration. Example spectrograms of harmonic and
noise components are shown on fig. 4.

Important problem in almost every model for speech coding is performance
loos at transient segments. Known solutions for transient speech modelling
demanded special approach to speech segments considered as transient [12].
Approach presented in this paper enables using the same algorithm for all speech
segments without making identifications of transient segments. Example of
transient speech and corresponding harmonic component is shown on figure 5.
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Figure 5. Transient speech segment (above), corresponding harmonic component
(middle)and noise component (below)

5 Experimental Results

Set of experiments was performed in order to evaluate proposed algorithms.
Listening tests showed that synthetic speech was a very good quality. There were
no artefacts at transients.

Time-varying DFT algorithm experimental results are shown in table 1.
The goal of this test was to deliver information about possible errors in harmonics
amplitudes estimation. Synthetic harmonic signal was generated with known
frequency change and harmonics amplitudes waere random in first test and the
same at second test. Experiments showed, that standard deviation with time-
varying window is not higher than 0,123% when harmonics with random
amplitudes were generated. Experiment also showed that TVDFT with time-
varying window is less sensitive to amplitude changes.

Random
amplitudes

TVDFT without
compensation

16,43

TVDFT with
window

Standard deviation [%]
0

time-varying

,123

Same amplitudes 2,72 0,034

Table L TVDFT algorithm evaluation results
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Decomposition algorithm test results are shown on fig. 6. Test signal was
synthetic vowel /a/ with additional white noise. Different Harmonic to Noise Ratio
(HNR) coefficients were used. First test was performed with static fundamental
frequency, cecond with varying fundamental frequency. Variations of pitch were
not bigger than 15% during analysis frame. Performance of the algorithm without
presence of noise is better, when fundamental frequency does not change during
analysis frame. With presence of white noise results are almost the same for static
and varying fundamental frequency.
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Figure 6. Decomposition algorithm results with static fundamental frequency (left)
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Conclusions

This paper presented a speech model that is based on decomposition of
speech signal into periodic and noise components. Unlike well-known
Harmonic+Noise (HNM) and MBE models of speech model presented in this
paper is designed with respect to quasiperiodic speech signal nature.
Decomposition into periodic and noise components is provided in whole speech
band using Time-Varying DFT. Instantaneous amplitudes and phases of
harmonics are modelled using cubic interpolation. Presented approach allows
producing high quality synthetic speech at low bit-rates. Periodic and noise
components can be coded independently. Efficient coding of model parameters
involves vector quantisation both for amplitudes of harmonics and LSF's
parameters (for noise component). Decomposition of speech signal allows using
psychoacoustic algorithms without using any estimates of noise level, thus noise
level can be easily computed.
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Abstract:
In many conventional voice activity detection (VAD) methods, a speech signal is
assumed to be acquired in high quality. This paper describes a method of robust
voice activity detection, which deals with speech signal in noise environment. The
proposed VAD scheme explores the properties of modulation spectrum of human
speech. Speech signal is split into frequency bands and filtered in the modulation
frequency domain for noise level pre-reducing. Then, spectrum energy evaluation
is performed and noise threshold is calculated. The proposed method provides
robust speech detection in a varying noise environment. It can be used in speech
enhancement and speech coding algorithms. Characteristics of the proposed
method were investigated with different types of noisy speech.

Keywords: voice activity detector, modulation spectrum

1 Introduction

Voice activity detector (VAD) is a vital part of multimedia systems that
implement speech coding, speech recognition, speech quality improvement etc. It
can imply a more significant influence on the overall performance of a system
than any other component. A lot of VAD algorithms have already been developed
[1-4]. Traditionally, VADs use the energy criterion, while alternative methods try
to extract speech parameters (pitch frequency, formants, cepstrum, etc.) and
compare them with a specific speech model. In addition, multi-channel algorithms
can be used [5].

This work was supported in part by Bialystok Technical University under the grant
W/WI/2/04
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The main goal of a voice detector is to maintain effective detection in a changing
acoustic environment. In most algorithms, speech decision is based on comparison
between a classification parameter and the threshold. One of the major problems
in speech detection is accurate threshold determination. Threshold calculation is
based on simple statistics:

dthr=mean(d) + A'Std(d) (1)

where d denotes the classification parameter and X controls the confidence
bound; mean denotes mean value; std - standard deviation. The mean value and
standard deviation are estimated by exponential averaging during pauses only.

This approach has a number of drawbacks. Firstly, a detection error affects the
subsequent algorithm operation, as the mean value and standard deviation of the
classification parameter are being estimated during pauses only. Secondly, to start
working the VAD input should be receiving a speech-less signal for a certain time
so the system could learn. Thirdly, such detectors fail to adjust to a rapidly
changing acoustic environment.

Nowadays, one of the rapidly growing directions in engineering is the
neuromorphic engineering, the essence of which consists in designing artificial
neural systems, whose physical architecture and design principles are taken from
biological prototypes. Neuromorphic engineering applies principles discovered in
biological organisms to perform tasks that biological systems carry out without
special efforts but which have been proven difficult to solve using traditional
engineering techniques [6].

Recently, the analysis algorithms of speech signals that are based on human
acoustic analyzer properties are being wildly spread [7-13]. Development of such
class of methods is based on the assumption, that the speech analysis based on a
human hearing model could be more successful, than the analysis based on rather
abstract models of speech perception or statistical Markov models. In particular, it
is affirmed, that systems of digital speech signals processing constructed on such
principles could be more effective in preventing noise.

In this paper, the VAD exploiting the properties of human speech modulation
spectrum which can be used for efficient voice activity detection in adverse
acoustic environments as well as for clear speech signal is proposed.

2 Properties of human speech in modulation
spectrum

Conditionally the speech human perception process consists of two stages: early
and central. The early stage realizes transformation of an acoustic signal into an
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inner neural representation based on an auditory spectrogram [7], The central
stage analyzes the spectrogram to estimate the content of its spectral and temporal
modulations.

At the early stage an acoustic signal entering the ear is transformed to mechanic
oscillations by an ear-drum and stones of a middle ear. Those oscillations excite
complex spatio-temporal vibration along the basilar membrane of the cochlea.
The behavior of those vibrations is as follows, different tone frequencies localized
at different cochlear points. Thus, the basilar membrane can be described at an
electric level as the work of filters bank with a high degree of pass-bands
overlapping.

The central auditory stage analyzes further the auditory spectrum into more
elaborate representation, interprets them, and separates the different components
and parameters, associated with different sound percepts. This stage estimates the
content of the auditory spectrogram. In this process low-frequency modulation
components which are the basic data carriers in a speech signal play a big role.
Various scientists came to such conclusions proceeding from psychophysical,
psychological, psychoacoustical and other types of research in this area. In other
words, speech and other audio signals are actually low-frequency processes which
modulate bearing frequencies.

As it is shown by various investigations [7-10], a major part of energy (over 95%)
of clear speech signal influencing speech intelligebility and perception is
concentrated in the range from 1 to 16 Hz in modulation domain, with the peak
around 3-5 Hz. This corresponds to the number of syllables uttered by a human
per second. Thus, the modulation components changing with frequencies outside
this range can be removed by the filtration of the modulation spectrum. Thus, the
partial reduction of the noise level and reverberation can be achieved. In work [8],
this property of a modulation spectrum was used in the automatic speech
recognition system. It allowed making the system more independent of
surrounding acoustic conditions. For this purpose fixed FIR filters (1-16 Hz) with
various gain-frequency characteristics were used. In [11] the modulation filter
which strengthened modulation components in a range of 2-8 Hz was used, for
improvement of speech intelligibility. In works [12, 13] attempts of an
environment conditions estimation were made and by results of which appropriate
modulation filter was selected from their set (in the first case) or it was managed
(in the second case).

It is possible to perform three actions necessary for effective work of the detector
in adverse acoustic conditions, using these properties of human speech in the
modulation domain:

- To remove the most part of a noise energy concentrated in a frequency range
0-1 Hz. This operation makes a method invariant to dynamic background
noise.
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To estimate a standard deviation of noise components in a modulation range of
1-16 Hz. The given operation allows calculating a threshold more precisely.

To define the gains determining probability of presence of speech component
in frequency bands. This action additionally weakens the noise level in a
modulation range of 1-16 Hz.

3 Bio-inspired voice activity detector

In this chapter a modified method for speech detection based on the properties of
modulation spectrum [14] is reviewed. Its major distinguishing feature is that the
threshold is being calculated at all times regardless of the speech/pause decision,
and the acoustic environment estimation is taken into account. Its block diagram is
presented in figure 1. The speech signal x{nl fs) is split into M equal frequency
bands using the DFT polyphase analysis filter bank. Amplitude envelopes
Yk (nM I fs) for signal Xk (nM I fs) are calculated in each frequency band. Then,
they are processed by the amplitude envelope processing block. There are two
signal outputs from this block: SK(nM I fs) - amplitude envelope for speech

component; NK(nMlfs) - amplitude envelope for noise components.

The amplitude envelope processing block (fig. 2) executes three main actions.
First of all, it removes the main part of noisy component energy, which is
concentrated in the range of 0-1 Hz. Second, it evaluates the amplitude envelope
of noisy components. Third, it determines SNR of signal and calculates gain for
each frequency band.

The amplitude envelope YK(nM I fx) in each frequency band is transformed into

nonlinear scale according to:

Y'K(nMlfs) = YK(nMlf/Y (2)

where y determines the compression rate. The choice of this parameter is

described below.

Furthermore, the amplitude envelope Y'K(nM I fs) is filtered by a high-pass FIR

filter (1 Hz). As a result of this procedure, the noise energy is reduced. Then,

signal YK (nM I fs) is filtered with a low-pass FIR filter with the cutoff

frequency of 16 Hz. Its operation allows removing the noisy component which is
concentrated in higher frequencies (16-32 Hz) and estimating noise components
by the following formula:
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N'K{nM I fs) = S'K(nM I fs)-S"K(nM I / , ) (3)

Signal N'K (nM I fs) is an approximate evaluation of the noise component in

lower modulation frequencies (1-16 Hz).

Envelope processing by the high-pass FIR filter removes modulation frequencies
below 1 Hz. This leads to negative values in filtered amplitude envelopes
S" (nM I fx) and N'K (nM I f s ) . Therefore, the amplitude envelopes of the speech
and noise components are restored according to:

:(M) S"(M) + std(S:(M)) (4)

(M) NK(M) std(NK(M)) (5)

where std is a standard signal deviation computed on the frame with length
L = fs/4M . The frame length L corresponds to the modulation frequency of 4
Hz, where the energy peak of clean speech signal in modulation domain is
concentrated [7].

Next, the gain in each frequency band is computed by the following formula:

M) (6)

where §"(nMI fs) and ¥'K(nM I fx) are the smoothed values of signals

S"(nMIfs) and Y'K(nMI/,) accordingly.

Multiplication of signal S"(nMI fs) by the gain GK(nMI fs) provides further

noise energy reducing in the amplitude envelope (l-16Hz).

Then, amplitude envelopes SK(nM I fs) and NK(nMlfs) of speech and noise

components (fig. 1) are summed for all frequencies. Summed speech envelope

S(nMIfs) is smoothed by exponential averaging. Summed noise envelope

A^ (nM I fs) is used for threshold computation. Threshold dthr is computed at all

times based on the noise evaluation in high frequencies of the modulation domain

(above 16 Hz) N(nM I fs) by the following formula:

dthr(—M) = mean(N(—M)) + A-std(N(—M)) (7)
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where std(N(nM I fj) is a standard deviation of signal N(nM/fJ computed

on the frame with length L = fs/4M ; mean(N(nM I fs)) is a mean value of

signal NK (nM I fs) and A determines the confidence limit.

The speech/noise decision d is based on comparing the smoothed amplitude
envelope and the threshold dthr.

Amplitude envelope processing block

Figure 2. Amplitude envelope processing block diagram

4 Performance evaluation

The influence of such parameters, as a compression rate y, and the maximal value
of confidence limits on the method performance was investigated during
experiments with the proposed VAD. The following objective performance
evaluation criteria were used:

- P(A) - correct detection rate,

- P(B) - speech/non-speech resolution factor,

computed according to:

P{A) = P(A/S)P(S) + P(A/N)P(N),

= P(A/S)P(A/N),

(9)

(10)

where P(S) = Nx /(Ns + Nn) is the speech rate, P(N) = Nn f(Nx + Nn) is the

non-speech rate, P(A/S) = N'J Nx is the correct speech detection rate,

P(A/ N) = N'n INn is the correct non-speech detection rate.
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LAMDA, P(B) SNR=-5

Figure 3. Dependence ofP(A) and P(B) on compression rate y and the maximum
of confidence limit A for signals with SNR JO, 5, 0 and -5 dB respectively.
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The experiments with ten etalon speech signals (sample frequency 8 kHz) were
made. SNR of initial signals was 30 dB. Six noisy signals with SNR 20, 15, 10, 5,
0 and -5 dB were received on the basis of each source signal by adding white
noise. The influence of a compression rate y and the maximal value of the
confidence limit A on the correct detection rate were investigated at various SNR.
Parameters y and A were being changed from 0.5 to 5 with non-uniform steps.

The results of the experiments are submitted in figure 3. The parameters A and y
are marked on the abscissa and ordinates axes correspondingly. Values P(A) and
P(B) are defined by the depth of color according to the colorbar.

Based on the
conclusions:

experimental results, it is possible to make the following

Changing values of the confidence limit A and compression rate y in the
selected range does not render essential influence on the system performance
for signals with SNR above 10 dB.

The optimum value of A corresponding to the maximal mean values of P(A)
and P(B) for different SNR is 1. It is necessary to note, that for A=l, values
P(A) and P(B) close to maximal can be always achieved, by changing
compression rate y.

For signals with low SNR an optimum value of A is achieved in the vicinity
of value 1 (fig.4). Such results have an explanation that the maximal value of
the confidence limit A defines sensitivity of the method when SNR is low.
And when the confidence limit is reduced the detector weakens threshold
fluctuations, thus increasing correct speech detection rate P(A/S). At the same
time, it reduces the correct pauses detection rate P(A/N). In case when only
white noise is sent to the system input, the system performances P(A) and P(B)
worsen.

1.5 LAM DA 3.5 4.5

Figure 4. Dependence of speech/non-speech resolution factor P(B) on the
maximum confidence limit value A where y =1.3: for the white noise signal and

for the noisy speech signal with SNR=-5dB.
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The compression rate y renders significant influence on the system
performance for signals with changing SNR (fig.5). An optimum value of y
for signals with SNR above 0 dB equals to 1.3. And the optimum value
depends on SNR if it is below 0 dB.

SNR=30 dB
SNR=20dB
SNR=15dB

- B - SNR=10dB
SNR=5dB
SNR=OdB
SNR=-5 dB

0.5 1 1.5 2 2.5 3 3.5 4 4.5

Figure 5. Dependence of speech/non-speech resolution factor P(B) on
compression rate y where X—l, for signals with different SNR.

Figure 6. Dependence of speech/non-speech resolution factor P(B) and correct
detection rate P(A) on signal SNR when compression rate y is adjusted and

ju equals 2.
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Managing compression rate y with the help of SNR estimation it is possible to
improve the characteristics of the offered method for signals with SNR below
0 dB (fig.6).

The constant error detection rate on the different SNR is explained by the fact
that the offered detector is sensitive enough to small intervals between
syllables while the patterns are constructed word-by-word.

5 Conclusions

In this paper, we propose a biologically motivated method for a voice activity
detector exploiting the properties of human speech modulation spectrum. It allows
removing the main part of noise energy and making the method more invariant to
dynamic background noises; accurate estimation of the noise level for threshold
determination. The computation of the threshold is based on noisy components
evaluation in higher frequencies of the modulation domain and signal SNR at the
current frame. Because of this, the threshold is computed at all times regardless of
the speech/pause decision and the proposed method does not have such drawbacks
as detection errors influence and learning delays. All these features allow efficient
speech detecting in signals with different SNR in different acoustic environments.

Apparently, the suggested methodology for VADs based on the human hearing
model shows better results than the conventional methods. Future developments
can be connected with designing the universal biologically motivated speech
perception model which will allow allocating various groups of speech signal
parameters. The given groups can be used in a consequence for realization of
specific targets, such as automatic speech recognition, speaker identification,
effective coding, speech quality and intelligibility improvement etc.
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Abstract: This work presents a new Algorithm to recognize separate voices of
some Arabic words, the digits form zero to ten. Firstly we prepare our signal by
pre-processing trial. Next the speech signal is processed as an image by Power
Spectrum Estimation. For feature extraction, transformation and hence
recognition, the algorithm of minimal eigenvalues of Toeplitz matrices together
with other methods of speech processing and recognition are used. At the stage of
classification many methods are tested from classical ones, which depend on the
matrix theory, to different types of neuron networks, mainly radial basis functions
neural networks. The success rate obtained in the presented experiments is almost
ideal and exceeded 98% for many cases. The results have shown flexibility to
extend the algorithm to speaker identification.

Keywords: Speech Processing, Recognition, Burg's and Toeplitz Models, Neural Networks.

1 Introduction

This work is a continuation to the last experimental paper introduced in [1], where
the speech signal is treated graphically. The application of Toeplitz forms for
image description [2] are used to describe speech signal. Because this approach
cannot be applied directly, for the speech complicated nature, the authors are using
some other methods of speech pre-processing for better feature extract of voice
image before entering Toeplitz-based algorithms. The processing methods that
gave good results in most cases are LPC - Linear Predictive Coding coefficients
[3], Discrete Fourier transform [4] and Zero-Crossing method [5]. All of them
have their advantages and also disadvantages. Seeking a simple and also a more
stationary way for the graphical speech description, we applied the frequency
spectral estimation method based on linear prediction model introduced in [6] and
will thereafter be referred to as Burg model. This method seems to be very useful
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for image-spectral pre-processing. The obtained signal spectrum forms the basis to
further analysis for spoken-word recognition.

2 Pre-Processing Signals
The input to the system is a recorded speech waveform. Each file can contain only
one voice; additionally there must be silence region before and after the right
signal. The standard format used by the authors is PCM, with frequency 22050 Hz,
16-bits mono. The process of the speech preparation for feature extraction is given
in Fig. 1.

Recorded
voice

Segmentation
of real signal

Differentiation
signal

Resampling to
frequency of 10 kHz

Nosie
reduction

Filtering frequencies
above 5 kHz

Fig. 1 The flow chart of speech signal preparation for recognition process.

More information and details about how to prepare the signals to recognition can
be found in [1, 7].

Now, the new signal is ready for the next step of feature extracting.

3 Speech Signal Processing

Among many methods of Speech Signal Processing, the authors have chosen the
method based on spectrum analysis. This method helps extract the speech image-
features from spectral analysis in a simple way. Experiments showed that power
spectrum estimation of Burg's model is one of the best for the purpose of finding a
method for smoothing irregular spectral shape resulting from applying the Fast
Fourier Transform. It is based on the Linear Predictive Coding approach. The
theory of linear predictive coding is given in [8]. The model of Burg's method
software implementation is given in [9].

Now we can use the obtained power spectrum acoustic images directly, or apply
the algorithm based on minimal eigenvalues of Toeplitz matrices [2, 10] to
analyze these acoustic images. When using Burg's method of estimation, however,
we should notice that we need to specify the prediction order (P) and the FFT size,
called the length of FFT (NFFT). More explanations and details about both Burg's
methods and minimal eigenvalues model of image description and classification
are given in [9, 11]. For convenience, a brief description of Toeplitz approach in
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obtaining the minimal eigenvalues as voice-image spectral-graph feature vectors
carrying the main characteristics of the image is given below.

3.1 Minimal Eigenvalues Algorithm

To explain how the algorithm of minimal eigenvalues works, we first introduce
the way of calculating Toeplitz-matrix determinants.

According to the method given in [2, 11], the under-test image is described by the
rational function in Eq. (1):

where the coefficients are the coordinates of the feature points extracted from
Burg's spectral analysis graph of the voice-image (Fig.2). n is the number of
feature points considered (the points marked with circles in Fig.2).

Evaluate Taylor series for Eq.{\) or its equivalent form H(z) obtained after the

bilinear transformation s = ~ z .

T(z) = co+c]Z + c2z
2 +... + cnz" +... (2)

From this series find Toeplitz forms and their determinants. Compute the minimal
eigenvalues of the matrices:

^ , = ^ for* = 1,2,...,*.

Hence, the following feature vector is found:

(3)

Eq.(3), acts as the input data to the classifying algorithms when applying the
known methods of similarity and comparison for the sake of recognition. The

feature vector O ; presents a very useful tool in describing an image within a class

of similar objects. Simply, each voice-graph has its own series of minimal
eigenvalues.
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Fig. 2 Spectral analysis for Burg's method, NFFT= 32, 1024, P = 20.

Using this method with large input data increases the time and the cost of
calculating, therefore in some previous works [10, 11] the selected points were
limited by choosing some of them regularly, choosing for example every 10-th
point or every 50-th point. Our recent experiments showed that this way was
proved to be useless at least in the cases we considered because after this kind of
selecting we will get the same points returned with another value of the NFFT,
these points are marked with circles in Fig.2.

3.2 Projection Algorithm

Projection is a usual technique used in different pattern recognition tasks; it gives
very good results in the handwritten recognition [12]. The first reason for using
this kind of techniques in our tests is to reduce the number of essential features.
Moreover, we want to find out if this method will give as good results as in other
recognition fields. Projection depends on the curve obtained by Burg method, we
use twelve axes and project every feature point onto the nearest one of these axes,
Figure 3 explains how this is applied.
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Fig. 3 Projection and spectral analysis of Burg method, voice 3, NFFT= 128, P = 20.

3.3 Base of Voices
We tried to use a regular voice-base. Therefore, in our base we have recorded
voices of twenty people from six different not only Arabic speaking countries. The
total number of samples is 5472 divided into two groups, for each person and
voice we choose five samples to be a test set (1100 samples), while the remaining
samples (4372 samples) are chosen to be the teaching set.

4 Classification

The choice of an appropriate algorithm of feature extract from the given voice
data is one of the most difficult but important factors in better speech-recognition.
For this purpose, the authors have chosen two simple methods, classical and
neural-based ones. Five different experiments are introduced in this work to cover
most of the basic results of the essential approaches. Firstly, we present the results
for Burg estimation spectrum without using the minimal eigenvalues algorithm.
The recognition rate is high and depends on the selected parameters. Then
applications of varieties of neural networks are shown. The one we are more
interested in is the Radial Network presented in Experiment 2; the one which the
model of minimal eigenvalues and its modified versions work very well with.
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4.1 Experiments and Results

In our experiments we tested every situation for the next values of parameters:

The length ofFFT(NFFT) : 32, 64, 128, 256, 512, 1024
The prediction order (P) : 8, 10, 12, 16, 20, 24, 28, 32, 40

That means we have about 54 individual situations, but simply we will present
only a few cases for every value of the first parameter (NFFT).

Experiment 1

Table 1 shows the results of this experiment. Through the classical method of
classification, the number of wrongly recognized samples was 70 out of 1100
used samples. The recognition rate achieved by this method is 93.64% (Table 1).

Table 1 Recognition results of Experiment 1.
The length of
FFT [NFFT]

32

64

128

256

512

1024

Prediction
order [P]

8
12
20
28
12
20
24
16
20
24
16
20
24
20
24
28
28
32
40

Number of wrongly-recognized
in total of 1100 samples

233
141
89
110
116
76
78
81
75
75
84

70
72
75
79
81
78
85
71

Recognition
rate %
78.8182
87.1818
91.9091
90.00

89.4545
93.0909
92.9091
92.6364
93.1818
93.1818
92.3636
93.6364
93.4545
93.1818
92.8182
92.6364

92.9091
92.2727
93.5455

Experiment 2

Table 2 shows the application of the Radial Basis Function RBF-type Neural
Networks [13] to classify and recognize spoken Arabic digits for different
parameters.
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Table 2 Recognition results of Experiment 2.

The length of
FFT [NFFT]

32

64

128

256

512

1024

Prediction
order [P]

8
12
20
28
12
20
20
20
24
32
16
20
24
24
24
28
16
20
24
24
2 4 •

32
20
24
28
32
24
28
32
40

The
Spread

1.0
1.0

1.0

1.0

1.0

0.8

1.0

1.2
1.0
1.0

1.0

1.0
0.8

1.0

1.2

1.0

1.0
1.0

0.8

1.0
1.2
1.0

1.0

1.0
1.0

1.0
1.0

1.0

1.0

1.0

Radial networks
Number of wrongly-

recognized samples out
of 1100 cases

698

332

404

476

467

71
72

69
224

229

105

70

52

59

59

91

93

127
94

29

28
55

254

143

194

144

560

585
343

346

Recognition
rate %

36.5455

69.8182

63.2727

56.7273

57.5455

93.5455

93.4545

93.7273
79.6364
79.1818

90.4545

93.6364

95.2727

94.6364

94.6364

91.7273

91.5455

88.4545

91.4545

97.3636

97.4545
95.00

76.9091

87.00

82.3636

86.9091

49.0909
46.8182

68.8182

68.5455

The higher recognition rate is greater than the one obtained by classical
classification method. It has achieved the value of 97.45% under the conditions
highlighted in the table. Radial basis functions networks are very popular in
speech and speaker recognition [14], additionally they work very well with the
algorithm of minimal eigenvalues.
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Experiment 3

For much better results, however, the following experiment was performed. The
probabilistic networks have helped achieve this goal. We are testing the same
spoken digits applying the probabilistic networks. The results are given in Table 3

Table 3 Recognition results of Experiment 3.

The length of
FFT [NFFT]

32

64

128

256

512

1024

Prediction
order [P]

8
12
20
28
12
20
20
20
24
32
16
20
24
24
24
28
16
20
20
20
24
32
20
24
28
32
24
28
32
40

The
Spread

0.1
0.1

0.1

0.1

0.1

0.08

0.1

0.2
0.1

0.1

0.1

0.1

0.08

0.1

0.2
0.1

0.1

0.08

0.1

0.2
0.1

0.1

0.1

0.1

0.1

0.1

0.1

0.1

0.1
0.1

Probabilistic networks
Number of wrongly-

recognized samples out
of 1100 cases

140

54

38
65

44

25

25

30

31
36
26
26

21

21

22

31
26

20

20

19
23
31
19

23
23

27

24

23

19
30

Recognition
rate %

87.2727

95.0909

96.5455

94.0909
96.00

97.7273

97.7273

97.2727
97.1818

96.7273
97.6364

97.6364

98.0909

98.0909

98.00

97.1818

97.6364

98.1818
98.1818

98.2727
97.9091

97.1818

98.2727

97.9091

97.9091

97.5455
97.8182

97.9091

98.2727
97.2727
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This time the results are almost ideal independently of the value of spread radial
function; additionally this kind of networks doesn't need any training, and the time
of its creating is too short. Notice the abrupt increase in the rate of recognition and
the stability of the returned results.

Experiment 4

Now we will introduce the results of the using of the Eigenvalues algorithm, Table
4 shows the results of this experiment. Through the classical method of
classification the number of bad recognized samples was 149 out of 1100 used
samples. The recognition rate achieved by this method is 86.45% (Table 4).

Table 4 Recognition results of Experiment 4.
The length of
FFT [NFFT]

32

64

128

256

512

1024

Prediction
order [P]

8
12
20
28
12
20
24
32
20
24
28
16
20
24
32
24
28
32
28
32
40

Number of wrongly-recognized
in total of 1100 samples

438
412
400
500
255
251
280
323
164
150
149
237
207
177
203
265
254
265
376
367
351

Recognition
rate %
60.1818
62.5455
63.6364
54.5455
76.8182
77.1818
74.5455
70.6364
85.0909
86.3636
86.4545
78.4545
81.1818
83.9091
81.5455
75.9091
76.9091
75.9091
65.8182
66.6364
68.0909

Experiment 5

Consider the radial basis function networks applied to classify and recognize the
spoken Arabic digits for different combinations of NFFT, prediction order P, for
both radial and probabilistic networks. In this test we are using the standard values
of the spread factor, for radial networks value of this parameter is 1.0, and for the
probabilistic ones it is 0.1, Table 5 presents the results.
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Table 5 Recognition results of Experiment 5.

The
length of

FFT
[NFFT]

32

64

128

256

512

1024

Prediction
order [P]

8
12
20
12
20
24
32
20
24
28
16
20
24
20
24
28
24
28
40

Radial networks
Number of
wrongly-

recognized
samples out
of 1100 cases

300

226

213

54

48

46
74

52
52

58

78

85

77
80

80

112

94

114

258

Recognition
rate %

72.7273

79.4545
80.6364

95.0909

95.6364

95.8182
93.2727

95.2727

95.2727

74.7273

82.9091

82.2727

93.00

82.7273

82.7273

89.8182

91.4545

89.6364

76.5455

Probabilistic networks
Number of
wrongly-

recognized
samples out
of 1100 cases

806

781

781

734

695

685
722

677

673
705
718

707

719

707

719

760

799

835

783

Recognition
rate %

26.7273

29.00

29.00

33.2727

36.8182

37.7273
34.3636

38.4545

38.8182
35.9091

34.7273

35.7273

34.6364

35.7273
34.6364

30.9091

27.3636

24.0909

28.8182

This time the probabilistic networks return so bad results that the best recognition
rate is only 38.82%, At the same time the higher recognition rate when using
radial networks is greater than the one obtained by classical classification method.
It has achieved the value of 95.82% under the conditions highlighted in the table.

4.2 Other Experiments

A number of other experiments were conducted with other approaches and
algorithms. For comparison, we give here the results we obtained for the
considered types of neural networks as the main classifying tool:

1) The first additional experiment is to input the data to the system using Eq.3,
but with the data to EqA being taken from reversing the coordinates of feature
points. The NN used were probabilistic neural networks. Unfortunately, this type
of NN showed to be impractical to use with the method of minimal eigenvalues
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(the best recognition rate was 21.27%). However, using the radial basic networks
gave much better results than the classical method (45.2%). For NFFT = 256 and
P = 16 the efficiency of this algorithm was increased to 75.36%, but still not better
than the classical eigenvalues algorithm.

2) Another modification of Eigenvalues algorithm depending on using the
difference between the next points of Burg curve as coordinates put directly in
EqA, the standard classification method gives 56.55% (with NFFT= 64, P=24 ).

3) With the same modification of Eigenvalues algorithm of the experiment in 2)
we used the probabilistic networks. They showed very bad results (the best rate
was 13.36%), whereas radial neural networks increased the efficiency of this
method to 76.27% (NFFT equals 1024, P equals 28 ).

4) The Recognition rate for the Projection method was low. With classical
methods of classification the higher recognition rate was only 60.36%, whereas
the use of radial and probabilistic networks showed even a worse rate.

5 Conclusions

Performed experiments approved that the image-based methods in speech
classification have good recognition efficiencies as other known methods. In the
case of individual speakers the recognition rate was almost ideal, and for a set of
twenty speakers with 11 word-pattern classes the efficiency of Burg algorithm was
93.64%. Radial basis networks increased it to 97.45%, and probabilistic networks
returned the best ones 98.27%.

Minimal eigenvalues algorithm when used in the same way on a written text, has
not given the highest recognition rate (86.45% in best cases). However, when used
with radial neural networks the rate of recognition was improved to 95.82% which
is very close to the efficiency of Burg method. The system of minimal eigenvalues
and neural networks seems to need more improvement.

The results obtained by the projection method were not satisfactory even when
used with radial and probabilistic networks.

Finally, we must say that with this very large number of experiments, we can now
test any other base of words, or do other similar tasks with only the best confirmed
and established parameters, but our next goal is to test the Image-based approach
in speech classification for the situation of text-dependent speaker recognition.
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Abstract: This paper presents methods of detection and quantization coefficients
from speech coder based on Pitch-Tracking Periodic-Aperiodic
Decomposition. Spectral envelopes of harmonic and noise components of
speech are represented by linear spectral frequencies (LSF) coefficients.
In this article we show new methods of quality improvement in coding
signal, using perceptual properties of human ear. Spectrum envelopes of
the harmonic frequencies and noise components envelopes are
represented in psychoacousticaly based phon-Bark and sone-Bark scale.
Line Spectral Frequencies coefficients are quantized, using methods
proposed by R.M. Gray, Y. Linde and A. Buzo. For better performance,
reduction of computational complexity and memory space, Split Vector
Quantization methods are used. Structure of Vector Codebook is
condtructed based on dependency between LSF coefficents in vectors of
training sequentions. LSF vectors are patritioned into two or three sub-
vectors, and each of them is coded separately. Bit realocation between
sub-codebooks allow obtain improvement of codebook quality.
Combination of perceptual properties and modified split vector
quantization of speech signal parameters, permit achieve good quality
signal in speech coder for transmission rate 2.8 kbit/s and below.

Keywords: split vector quantization, LSF quantization, psychoacoustical models of speech

This work is supported by Bialystok Technical University under the grant W/WI/2/04



68

1. Introduction

In the low bit rate speech coder based on separate representation of
periodic (tonal) and aperiodic (noise) components of speech signal [1] there is a
necessity of quantization of its parameters. Proposed article is devoted to this
problem.

Main contribution into the overall code capacity is provided by periodic
and aperiodic spectral envelopes represented with line spectrum pairs (LSP or
LSF). Vector quantization (VQ) is a common technique which is usually applied
to the task of a bit rate reducing. In our case we need separate codebooks for
quantization of tonal and noise component. Tonal component of speech is more
important perceptually than noise component, thus the latter have been simply
quantized with a 9-bit codebook (generalized Lloyd algorithm (GLA) [2] was used
for training).

Ways of the quantization problem solving in the case of periodic part will
be considered more carefully. We used two approaches for this: classical method
of split vector quantization (SVQ) [3] modified with bit reallocation between
codebooks and psychoacoustically motivated approach to LSF split VQ. The
performance of both approaches was evaluated with an objective measure of
quality.

2. Tonal Component LSF Split VQ Modified with
Bit Reallocation

In this section we shall evaluate applicability of classical SVQ approach
to quantization of tonal part of speech only. The main attention is paid here for
searching for the best way of splitting the vector, comparing different splitting
schemes and bit allocations.

The speech material used for codebook training consists of 462 files
taken from TIMIT database [4]. After downsampling and lowpass filtering we
applied to them coder algorithm [1] for achieving the LSF vectors of tonal part of
speech. Thus we have got 33200 vectors for training. In a same manner evaluation
set of LSF vectors was formed (168 files, 12182 vectors). To evaluate quantizer
performance we used log spectral distortion:

1 Fs

SD= — j[l0logl0Si(f)-l0\ogwS/
i(f))

2df ,
V ^ s o

(1)
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where Fs is the sampling frequency, St(f) and S((f) are the LPC power

spectra of the i-th frame given by

1

(3)

where ^ ( z ) , - ^ ( z ) are the original and quantized LPC polynomials,

respectively, for the i-th frame. There were an experimentally defined conditions
in [5] for transparent quantization (no audible differences between original and
quantized signals):

• The average SD is less than or equal to 1 dB;
• The percentage of outlier frames having spectral distortion in the

range 2 - 4 dB should not be greater than 2%;
• There are no outlier frames having spectral distortion greater than 4

dB.

It is known that LSF parameters are correlated within a given frame. In
order to find the best partitioning for LSF vector, the intraframe correlation
between LSF coefficients was calculated over the whole training set. The
intraframe correlation coefficients are given in table 1.

Table 1. Intraframe correlation between LSFs

LSF
1

2
3
4
5
6
7
8
9
10

1
1

0.81
0.41
0.04
-0.24
-0.32
-0.17
-0.08
-0.01
0.003

2
0.81

1

0.50
-0.03
-0.25
-0.39
-0.21

-0.09
-0.07
-0.06

3
0.41
0.50

1
0.29
-0.14

-0.15
-0.18
-0.05
0.03
-0.06

4
0.04
-0.03
0.29

1

0.51
0.14
0.07
-0.19
-0.02
-0.25

5
-0.24

-0.25
-0.14
0.51

1
0.61
0.27
0.03
-0.15
-0.32

6
-0.32
-0.39
-0.15
0.14
0.61

1
0.54
0.26
0.09
-0.17

7
-0.17
-0.21
-0.18
0.07
0.27
0.54

1
0.49
0.12
-0.12

8
-0.08
-0.09
-0.05
-0.19
0.03
0.26
0.49

1

0.39
0.12

9
-0.01
-0.07
0.03
-0.02
-0.15
0.09
0.12
0.39

1

0.37

10
0.003
-0.06
-0.06
-0.25
-0.32
-0.17
-0.12
0.12
0.37

1

We can see a strongest correlation between LSFi and LSF2, the weakest
between LSF3 and LSF4, LSF9 and LSFJO. Correlation coefficients between
successive LSFs from 4th to 7th are approximately of the same value.
Theoretically good splitting schemes are 3-3-4 or 3-4-3. Further we shall evaluate
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the performance of these schemes. In addition to them we shall include 4-4-2 and
4-3-3 splittings and variants of 2-split VQ (4-6, 5-5, 6-4).

During experiments we have trained 4 kinds of codebooks for 3-split VQ
(6 to 9 bit sub-codebooks) and 4 kinds of codebooks for 2-split VQ (9 to 12 bit
sub-codebooks). Firstly we shall consider uniform bit allocation between
codebooks.

To obtain an initial codebook we have used algorithm similar to [6]. The
main idea of it is that vectors that are far apart from each other are more likely to
belong to different classes. Generalized Lloyd algorithm with weighted Euclidean
distance [5] as a minimization parameter was used for training.

(4)

where c, and w, are fixed and variable weights respectively. For the 10-th order
LP-filter the following values of the fixed weights c, are found to be satisfactory
[5]:

1.0, l < / < 8

c: = 10.8, i = 9

10.4, i = 10

(5)

Simple and computationally efficient scheme for variable weights calculation was
proposed in [7]:

1 1
w. = + -

/ / //-I Ji+\ fi
(6)

where /• - LSF-coefficients (in radians), /o=O, fp+i=n. The purpose of weights
using is that they allow in some way to take into consideration the human ear
properties.

Evaluation results are given in Table 2 (results presented only for bit rates
2 1 - 2 7 bit/vector as they have provided better quantization quality).

Table 2. Performance evaluation for different schemes of LSF-vector splitting

Bit/vector

21
21
21
21

Splitting

4-3-3
4-4-2
3-3-4
3-4-3

Average
SD (dB)

1.4248
1.6766
1.3172
1.5379

Outliers
2 - 4 dB, %

8.2335
20.399
5.7133
14.891

> 4 dB, %
0.057462
0.18059
0.065671
0.14776
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22
22
22
24
24
24
24
24
24
24
27
27
27
27

4-6
5-5
6-4

4-3-3
4-4-2
3-3-4
3-4-3
4-6
5-5
6-4

4-3-3
4-4-2
3-3-4
3-4-3

1.3276
1.2629
1.3683
1.1783
1.4353
1.0941

1.305
1.2349
1.1731
1.2775

0.99107
1.2298

0.91127
1.109

7.9462
4.6955
7.1663
2.6761
9.4648
2.2738
6.7723
5.2783
3.0537
5.1798
1.1328
3.9074

0.98506
3.2014

0.0082088
0.024626
0.041044
0.016418
0.041044
0.016418
0.032835
0.016418
0.0082088
0.024626
0.0082088
0.024626
0.016418
0.024626

It is obviously that near transparent quantization can be achieved at bit
rates about 24 bit/vector and such variants of splitting as 3-3-4 and 4-3-3 clearly
outperforms the others. Further we shall examine an influence of bit allocation
between sub-codebooks on quantization quality. The same distortion measures are
used for the same evaluation set, but this time we consider 3-split VQ only
because of its better performance (Table 2). The best variants of bit allocation for
different splitting schemes are shown in Table 3 (bit allocation variants are
presented at bit rates of 23 - 24 bit/vector).

Table 3. Performance evaluation for different variants of bit allocation between
sub-codebooks

Average
SD (dB)

1.0766
1.0954
1.1903
1.2432
1.1543
1.1746
1.235
1.315

Outliers

2 - 4 dB, %

1.5925
2.0276
4.0305
4.0716
2.2164
2.7828
4.4246
5.2044

> 4 dB, %

0.0164
0.0082
0.0328

0.0328
0.0164
0.0082
0.0328
0.0164

Bit/vector

24
24
24
24
23
23
23
23

Splitting / bit allocation

3-3-4 / 6-9-9

4-3-3 / 9-9-6
3-4_3 / g-9-7
4-4-2 / 9-9-6
3.3-4 / 6-8-9

4-3-3 / 8-9-6
3-4-3/7-9-7
4-4-2 / 8-9-6

Here we can see that bit reallocation between codebooks has clearly
improved quantizer performance for all splitting schemes considered. The most
promising variant for practical applications is the splitting scheme 3-3-4 with bit
allocation 6-8-9, totally 23 bit/vector.

The performance of designed quantizer (SVQ with 3-3-4 splitting scheme
and 6-8-9 bit allocation) is shown below (Fig. 1, 2). The spectrogram of the



72

periodic part of original signal (Fig. 1) is almost indistinguishable from the
spectrogram of the quantized one (Fig. 2)

Figure 1. Spectrogram of the original periodic part of speech signal

Figure 2. Spectrogram of the quantized periodic part of speech signal

3. Psychoacoustical Principles in LSF Split Vector
Quantizer

3.1. Tonal spectral speech coefficients representation using
psychoacoustic principles

Many researchers prove, that humans not equally perceived different
frequencies [10]. Spectral component envelopes of tonal part of speech are
converted using human ear properties. Human hearing system processes sound in
sub-bands called critical band. One Bark corresponds to the width of one critical
band. The Bark frequency scale can be approximated by the following equation,
presented by Zwicker [10]:

z = 13*arctan(0.00076* / ) + 3.5 *arctan
7500

(7)
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where f - frequency in Hz and z - frequency in Bark.
Perception of sound energy is relative to hearing frequency. Precise

representation of ear energy perception at various frequencies provides Fletcher-
Munson curves, presented in Figure 3. The contours of equal loudness are labeled
in units of phons, which are determined by the SPL in decibels at 1000 Hz. It is
relative to absolute threshold of hearing (ATH), which described area, with
minimum intensity of a pure tone, which the human ear can hear in a noiseless
environment.

Amplitudes of pitch frequency harmonics are modified to phons (P)
scale, accordingly to formula:

P^D-ATH UHz'

where D is amplitude of spectral components in dB, and

ATH(f) = 3.64f^* -6.5^6( /"3-3)2 +KT3/4

(8)

(9)

120

100

100
Frequency (Hz) 1000 Hz 10,000

Figure 3. Equal loudness contours (phon curves)

Reference loudness, called the sone (S), is defined as the loudness of a
1000 Hz tone at a sound level of 40 dB (or a loudness of 40 phons). Phons are
modified to sone (5) using equation:

r 2 (
S = <

[(P/40)
2-642 if P<40'

(10)

where S - loudness in sones
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Figure 4. Spectrum envelope representation of speech in dB/Hz and Phon/Bark
scale

Using psychoacoustic scales, spectral components of speech model can
be better approximated at low frequencies and more hearable sounds can be better
reconstructed from speech parameters.

Perceptually modified harmonics amplitudes are converted to LSF coefficients
using 10-th order LPC.

3.2. LSF split quantization based on psychoacoustical models

Three kind of vector codebooks for LSF parameters were constructed,
two for psychoacoustic scales: Phon/Bark and Sone/Bark and one codebook for
dB/Hz scale for comparison.

To build quantizer that minimizes average spectral distortion, LBG
algorithm is used [8] [9]. Because of amplitude and frequency scale modification

according to psychoacoustic principles, we use Euclidean distance d(f,f)

between LSF vectors without weighting factor.

In view of observation dependence between LSF coefficients, we can
determine, that best results are obtained, when we use codebook splitting scheme
3-3-4 or 4-3-3. Also earlier tests show, that finest performance we can get for
splitting schemes 3-3-4, 4-3-3, 3-4-3, 5-5 and 4-6. For experiments we use
uniform bit allocation between sub-codebooks. 24 bits are partitioned in 8-8-8 bits
groups for 3 sub-codebooks split, and 12-12 bits for 2 sub-codebooks splitting
schemes. 23 bits vector quantizer is partitioned using group with 8-8-7 and 12-11
bits.

Results of our research are presented in Table 4.
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Table 4. Performance evaluation for perceptually based LSF-vector quantization

Scales

dB/Hz

Phon/
Bark

Sone/
Bark

Bit
/vector

24
24
24
24
24
23
23
24
24
24
24
24
23
23
24
24
24
24
24
23
23

Splitting

4-3-3
3-3-4
3-4-3
4-6
5-5

4-3-3
3-3-4
4-3-3
3-3-4
3-4-3
4-6
5-5

4-3-3
3-3-4
4-3-3
3-3-4
3-4-3
4-6
5-5

3-3-4
3-4-3

Average SD
(dB)

1.434
1.331
1.526
1.412
1.362
1.521
1.432
1.123
1.081
1.181
1.172
1.146
1.321
1.291
1.149
1.123
1.231
1.243
1.168
1.384
1.332

Outliers
2 - 4 dB, %

5.234
3.721
7.843
8.132
3.923
11.345
10.291
2.874
2.127
3.114
3.451
3.984
6.291
5.342
3.157
2.678
6.132
4.187
2.882
6.340
5.842

> 4 dB, %
0.082
0.042
0.124
0.078
0.061
0.184
0.152
0.034
0.012
0.042
0.034
0.032
0.092
0.120
0.012
0.009
0.018
0.023
0.016
0.073
0.098

Using Phon/Bark and Sone/Bark scales for representation of spectral
components of voiced speech can enhance performance of split vector
quantization. VQ with Bark/Sone and Bark/Phon scale has better average spectral
distortion and less outliers than using dB/Hz scale. Experiments show (in Table 4)
that for this splitting scheme 3-3-4 we have maximum performance : average
spectral distortion SD is equal- 1.081 dB , about 2 % of outliers in range 2-4 %
and less than 0.01 % of outliers in range upward of 4 %.

4. Conclusion

From the work performed we can make the following conclusion. Firstly,
classical split vector quantization is quite applicable in case of quantizing of
periodic part of speech signal providing good results.
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Our experiments show that 23 and 24 bit/frame split VQ quantizes LSF
coefficients of harmonic speech components with near transparent quality. Some
modification of vector codebook structure allows obtain improvement of
codebook quality. Perceptual principles applied to speech coefficients improve
performance of standard vector quantization and provide reduction of spectral
distortion and numbers of outliers, so it adjusts quality of quantised speech.

Also we have found that bit reallocation between sub-codebooks gives

better performance than uniform bit allocation. The quantizer at bit rate of 23

bit/vector was designed and evaluated.
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view sphere with perspective projection
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Abstract: This article concerns generating of 3D multiview model of convex polyhedron
that are a complete representation of this polyhedron, according to viewing
sphere with perspective projection. Those models are going to be used for
visual identification based on them and a scene depth map. We give a new
concept and an algorithm for face-depended generation of multi-face views. It
does not require any preprocessing nor auxiliary mechanisms or complex
calculations connected with them.

Key words: Object visual identification, depth map, 3D multiview precise model, viewing
sphere with perspective, projection, model completion state of viewing
representation.

1. Introduction

Method of generating 3D multiview representation of polyhedron for object
visual identification described in [10] is based on the following idea: centrally
generate views relative object features chosen for identification, calculate single-
view areas on viewing sphere which correspond with earlier generated views, check
if whole viewing sphere is covered with single-view areas. If this cover is complete,
generation of viewing representation is finished. If not than generate additional
views corresponding with uncovered areas of viewing sphere and again check if this
cover is complete. Continue until complete viewing sphere cover is generated.
Complete viewing sphere cover with single-view areas means that generated
representation is complete.
Methods from [16] and [18] are better. To achieve complete representation we don't
need to act in a loop. Complete representation is obtained by strict covering viewing
sphere by single-view areas and controlling "edge" register (of no covered area).

When register is set to "empty" generation of multiview representation is done.
Generated representation is complete which follows from the generation method.
However to achieve complete representation we have to calculate one-view areas on
viewing sphere and operate them in a given order. Without their help it is not
possible to get a complete set of views of virtual polyhedron model. On the top of
that described methods are for convex polyhedron only. In this article we present a
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method for generating a complete viewing representation more computational
efficient then described above.

2. Research assumptions

This research focuses on developing of a method and of an algorithm for
generation of multiview, polyhedron representation. For representation generation
we use viewing sphere with perspective projection. For this following conditions
have to be met:

1. Models are accurate - every model is equivalent to B-rep model.
2. Models are viewing models - it is possible to identify object from any view

Use of a viewing sphere with projection (Fig 1.) as a projection space allows simple
view standardization.

Uses: Recognition of objects not bigger then a few meters and distant (from the
system) not more then 10 -20 meters.

Mentioned above uses allow to make certain assumptions about recognition system
strategies. We assume following steps of recognition processes

1. Determining recognizable object types.
2. Definition of identification task(choose an object's shell feature used for object

identification)
3. Generation of viewing models for each object system should identify
4. Creation of database containing all views of all models
5. Acquisition of scene space data and visual data
6. Isolation of scene elements and their transformation to model structures stored

in the database
7. Identification of objects by comparing them with database models.

3. View generation space - viewing sphere with
perspective projection. Basic concepts.

Let object be a convex, non transparent polyhedron without holes or pits. Let's
consider its faces as features areas, those areas will be used as a foundation for
accurate multiview model determining. This model is a set of accurate views,
acquired through perspective projection from viewing sphere, according to the model
from [10] (Fig 1). This model is best for 3D scene data acquisition and gives
identification system reliability.
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single-view area

-view area

Fig. 1 Concept of view sphere and "single view" areas.

The concept from [18] of generating 3D multiview representation based on assumed
generation space model is as follows:

- Circumscribe a sphere on a polyhedron. Sphere is small (radius r) and its center is
at the polyhedron center.

- On this sphere place a space cone with angle of flare 2a. This is the viewing cone.
Vertex of this cone is a model viewing point VP. Distance between polyhedron's
center and model viewing point is R. Viewing axis always goes through the
sphere's center.

- Unconstrained movement of cone vertex, where cone is tangent to the small sphere
creates large sphere with radius R. This sphere is called viewing sphere (fig 1).

- Dependencies between values a , r and R and polyhedron vertices coordinates
(Xvi,Yvi,Zvi) are:

r - max/=1 k -yjxvi2 + yvi2 + zvi2

sin a
Generate views, taking into account only object features selected for
identification i.e. faces. Faces visible in the viewing cone create a view,
external edges from this view create view's contour.
Calculate single-view areas. Those areas correspond with particular
views.
Complete set of views for a given polyhedron is obtained by covering of
viewing sphere with single-view areas. Views are generated in such a
way that corresponding single-view areas completely cover viewing
sphere. Algorithm makes this approach complete.
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Changing one view to the other is a visual event. This event occurs as a result
of point VP movement. This event is manifested by appearance of a new feature in a
view, disappearance of a feature or both.

4. Basic Definitions

Complementary viewing cone is a cone defined by current viewing axis (it's
collinear with its height) and has an opposite direction of flare then the viewing cone.
It intersects viewing cone with angle 7i/2, so its angle of flare is 7i/2-a.

Vector Representation of polyhedron VREP is a set of polyhedron faces
normals translated to point (0,0,0) Fig. 2a.

a) b)

Fig. 2a Vector representation of polyhedron
a) Polyhedron with normals

b) Normals translated to point (0,0,0)

6 Algorithm of obtaining Views by rotating complementary
cone.

For each vector v from vector representation (VREP) V of polyhedron rotate
around it (vector) complementary cone and note every visual event. This event is
manifested by appearance of a new versor inside complementary cone or by
disappearance of versor. Result of such routine is set o vectors faces that can be seen
by observer from view sphere.

If the polyhedron is convex all the faces inside view contour are visible. If it is no
convex some faces can be invisible
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Finally create set of different sets of vectors faces that can be seen. It is possible to
achieve this by adding to set all obtained sets and by removing sets that repeats.

Representation completeness

For convex polyhedron fact that some faces normals translated to center of
small view sphere contains in complementary cone mean that there are in same view.
By rotating complementary cone around all normals all combination of faces
normals that are in some view are obtained. That is why it is true to assume that by
this algorithm all views will by collect.

B)

C) D)

Fig. 4 Complementary cone rotation around selected normal, that is coaxial to
one of main axis, perspective view

Fig. 4 is visual representation of mentioned process that is rotation of
complementary cone. On this figure selected vector v is represented as blue arrow;
red arrows are vectors from vector representation of polyhedron. Violet cone
positioned toward observer is complementary cone which is rotated around blue
vector. Green wired cone represent view cone.
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Mathematical approach

At the beginning lets describe the algorithm of computing orientation of
complementary cone (around vector v) in which it intersect. It is useful to use idea of
coordinates transformation to simplify this task.

For vector v described in cartesian coordinates, that is in base B that contains
three vectors x (1,0,0), y( 0,1,0), z (0,0,1) or simply B((l,0,0), (0,1,0), (0,0,1)),
designate base B \ B' is such base that can be created by multiplying B elements by
(transformation) matrix [B'B]. B' is selected in such way that coordinates of vector
v in this base equals v'( 1,0,0)

v'= [B'B]*v.

Set of matrix's that fulfils mentioned condition is infinite. It is possible to use
following approach to acquire one of them.

From base vectors (from B) select this one that angle distance between it and v is
closest to 90 degrees. That is select this one that dot product is closest to 0. Mark it
as t, than:

x'= v

y'= vAt

z'=vA(vAt),

Inversed matrix (x',y\z') fulfils our condition .

Now lets represent complementary cone that is rotated around vector v' as
vector r(s) that lies in center of symmetry of cone and is function of rotation angle
around v' (if consider base B'). Compute r(0) as rotation vector (1,0,0) around z'
axis at p/2 angle ( b is complementary cone angle), than:

r(s) = ( r(0).x , r(0).y* cos(s), r(0).y* sin(s))

Complementary cone intersect with h' (that is vector h transformed from base B
to B') only if there is such s that:

r(s)*h' = cos(p/2)

It is true because h' intersect with complementary cone only if angle distance to
center of symmetry of cone equals half of cone angle.

It leads to following equation

r(0).x * h'.x + r(0).y * cos(s) * h'.y + r(O).y * sin(s) * h'.z = cos(p 12)
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If mark known values as

A = r(O).y * h'.y B = r(O).y * h\z C = r(0).x * h'.x - cos((3 12)

than equation simplify to "intersection equation"

A * cos(s) + B * sin(s) - C = 0

For particular data this equation can have 0 solutions when vector h' do not
intersect with cone for all s, one solution when cone "touch" h' for some s and 2
solutions (sO<sl) when h' enters and leaves cone during its rotation. Only third case
h is considered as to "be in one view" with vector v. Computational results achieved
in base B' are also true in base B because of transformation approach .It is important
to check and note if h belongs to cone if sO<s<sl or ( 0<s<sl or s2<s<27i) fulfill task
conditions. Let's mark this result as Sh.

Next step consider computing set of sets of vectors that contains vectors that for
some s interval lies inside complementary cone. Create set H that contains all "cone
intersecting" solutions Sh{i} for all h{i} vectors from vector representation of
polyhedron that are not v vector. Now by moving from 0 to 2*7t check and note
appearance and disappearance of previously computed solution (Sh{j}).This is
equals computation of sets of vectors that are in one view. Notice, that each set
contain vector v.

Below main idea of designating inclusion segments and obtaining angle ranges
such that during complementary cone rotation within that range set of visible faces
does not change.(on the picture first and last segment are the same)

b a c
ba a a

e
d d
a a

d
c
b
a

Algorithm F-M

For each vector v from object vector representation designate its
transformation matrix ([B'B])

For each vector v' from object vector representation other than v
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Designate its coordinates in B'

Designate and solve "intersection equation", than store
solution as angle ranges (Sh)

Divide angle range (0 -211) by previously obtained angle ranges. Each
obtained segment represents one view.

Remove Views that repeat itself.

7 Computational complexity

Let's assume that view cone has angle a and radius of little view sphere (which
is build on polyhedron) equals r. This implicates that angle of complementary cone
equals n - 2 a. Surface area of small view sphere covered by rotating complementary
cone equals area covered by cone that has centre in sphere centre and angle 2*( n -
2a). Because surface area covered by cone that has centre in sphere centre and angle
2a equals

S (2a,r) = 47irA2sinA2(«/2)

area covered by complementary cone rotation equals

So = 4nvA2cosA2(a)

Let's compare it to whole sphere area S = 4nrA2

So/S = cosA2(aj

If 2a equals 30 degree So/S = 0.93...

Let's assume that computing relationship between complementary cone and faces
normals is dominant operation because of it complexity. Now to obtain all views it is
needed to:

• For all n faces normals of polyhedron...

• (Assuming even distribution of normals) 0.93n faces normals will be
checked against complementary cone during it rotation.

At summary computational complexity of obtaining set that contains ALL
views equals 0.93n A2. This set usually has structure of set of sets of indices.
Because of algorithm routine elements of this set can repeat itself. To avoid this
it is needed to process this set. If set has w elements it require wA2 comparison.
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Numbers of views depends on number of faces and equals [18]

c*nA2

Where value of c depends on structure of polyhedron on angle of view cone.
For regular polyhedrons it is smallest and for cube and 2a = 45 degree it equals
0.72. For less regular it is close to 0.88. If we assume that than polyhedron is
regular and numbers of over generated views is close to 0 than

w ~ m, w ~ nA2

and computational complexity equals nA4

(m - count of targeted views)

It is worth notice that cost of processing views that repeats its self shouldn't be
overestimated because it is relatively low. That why overall computational
complexity of this algorithm should by considered as closest to nA2 than to nA4.
Task of finding same subset of faces normal vectors could by simplify to
operation performed on bits.

8 Implementation

Algorithms presented in this paper has been implemented and tested. Below
screenshots from current implementation is presented. For classic, cube polyhedron
26 views have been obtained. Below 26 views are presented. Each face has different
color.
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8 Summary

This approach to generating 3D multiview models of polyhedron requires farther
studies and researches. Result will be presented soon.
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Abstract: The paper presents two methods of creating custom color models used in
object detection in digital images. Developed methods are based on Gram-
Schmidt orthonormalization procedure and can be applied in different fields of
recognition (human faces, remotely sensed images, etc.). Their main advantage
over other ones is the efficient description and representation of color variations.
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1 Introduction

An information concerning color is one of the most principal in the real world
cognition. In long-term process of evolution many organisms have developed
mechanisms that inform or warn by means of color. That is why it is so important
to take into consideration the information about color when it comes to
recognition of biological (or natural) structures. A good example related to this
thesis are remotely sensed images (satellite or aerial) containing colors that
represent different agricultural regions. Using colors we can detect them and
measure their area. Another example is biometrical recognition based on face
image, where the information about color is used on the first stage - face
localization.

In the traditional approach to represent color image we use RGB model which
utilizes vector representation of pixels colors and is rather easy to implement. This
vector representation (each pixel is represented by a triple [Red, Green, Blue]) is
related to the biological imaging determined by receptors in human eye. But it
should be pointed out that our (humans) cognition and interpretation differs from
that representation. When we name colors we never speak of each component
separately, but rather we use intensity, saturation and tint.



The problem of color-based recognition can be described as operating in custom
made color space aimed at certain color (or color range). In most practical cases
we deal with conversion between RGB space and a custom space, because of the
imaging device capabilities (in general, imaging devices work in RGB or YUV
space)

2 Models Description

The main axis of color space (also called a system of color coordinates) represents
the color we want to detect in analyzed image. It should be pointed out that we do
not have a priori information about this particular color. Instead, we have some
sample objects featuring not uniform color, which have variable (in some range)
intensity, saturation and tint. The bigger the collection of template objects is, the
more precisely the color range we can calculate. Based on these objects in the first
step we calculate mean color value (fig. 1).

analyzed image
sample objects
(human faces)

mean color

Fig. 1. Sample objects extraction and mean color calculation

Before proceeding, we should answer the question how homogeneous and
compact the set of colors is? After a closer look it can turn out that this set consists
of more than one subset (fig. 2).

Many subsets spreading in the color space close to each other mean that there are
more colors on object's surface. Therefore all these subsets have to be extracted
and considered separately. In practical approaches large color sets lead to a
creation of many models (one for each subset). Small subsets (like smaller one
presented in fig. 2) can be omitted without loss in representation efficiency.
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Fig. 2. Sample color set presented in RGB space

For most subsets we can calculate an axis which is interpreted as the symmetry
axis:

N

N

N

N

N

:-pJl

(1)

where:

N

PR,/> PG,h PBJ - points that belong to certain subset (R,G, B),

SR, SG, SB - mean value of color component,

- vector designating the main axis,

N - number of points.

The values calculated according to (1) can be interpreted as the coordinates of a
vector which is parallel to the main axis of the set (fig. 3). Therefore it is taken as
the first vector of a new color coordinates system (color space). We move from
source color space (for example RGB) to the new one where the dominant color is
related to one of the axes, which will make all calculations (e.g. description of
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set's boundary) easier. In the simplest case, the line y=ax+b can be changed by
y=c\ and x=c2.

Fig. 3. Projections of sample color set onto RG and BG planes (the main axis is
presented)

The color space we create is a three dimensional one, hence it is necessary to
calculate two other missing axes. The most important condition to satisfy is the
linear independence of all three vectors (or axes). That is why we choose these

vectors as nonparallel to the main U .

To simplify we can freely choose any two vectors designating RGB, but only if

they are non-paralel to U . In such case they will create complete system (in most
cases also nonorthogonal). In that kind of system we can represent any color, but
the loss of orthogonality causes the calculation to be very time-consuming.

When we take (as two additional axes) vectors related to R and G we can -
utilizing orthonormalization procedure of Gram-Schimdt - transform
nonorthogonal system of coordinates into orthonormal one (orthogonal and
normalized). After orthonormalization the subsequent vectors of the new
coordinates system will be described as following:

W -
2

(2)

where

, W 2 , W 3 - vectors designating the axes of new coordinates system
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( W , , R ) - dot product of W1 and R

In above described way we get orthogonal system of coordinates, where axis Wj

is a vector normalized to one parallel to U . All points can be transformed into
new system by means of [2]. In our case we use the following:

* Wj ,/,./' (YX/ V\7

(3)

where

P/y - a point in RGB space

Pwitij> Pw2,ij> Pw3,ij - new coordinates in W 1 W 2 W 3 space

After this transformation the new main axis is parallel to Wj (fig. 4). In the
process of evaluating the similarity of analyzed color to the template one (or
certain range) we omit this component because it is less important (the span along
this axis is to large). The larger the distance to this axis, the less similar to the
template the color is. Hence it is sufficient to introduce only two limits for each
direction (dimension) W 1 W 2 W 3 t o get good enough set boundary. It defines a

range of color changes within analyzed objects. Limiting Wj is not allways

necessary.

-20 100

Fig. 4. Analyzed color set presented in W 1 W 2 W 3 space
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We carried out an experiment to check, if this approach can cope with human

faces detection. The results are presented in scatter plot (fig. 5). The color we have

been looking for ranges from 230 to 310 for component W , , from 5 to 40 for

W 2 and from 0 to 16 for W 3 .

Additionally we can calculate an angle a between analyzed color A and axis

W j , which can be taken as an extra similarity coefficient. It can be calculated as

following:

where A w is a projection of A onto axis Wl

The angle a determines the direction of vector A . If a is close to zero, then A is

parallel to W j . Figure 5 presents a graphical representation of a for each pixel of

sample image (intensity of pixels is related to a value - lower a is represented

with darker pixels). However a can not be taken as the only one similarity factor

because for color components close to zero it creates a noise ranging from 0 to 90

degrees. The length of color vector and its deviation from Wj can be used to

evaluate the similarity between template color and analyzed one.

Fig. 5. Cosinus of an angle between Wj and analyzed color (left) and extracted

regions (right)

It should be stressed that the operations in custom color space are not so
straightforward as in classical one (RGB, CMY, YUV). Moving along each
dimension changes not only the intensity but also the tint. For better usability the
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color model should be constructed in a way in which intensity and tint are
independent. However it will lower the quality of detection, but on the other hand,
it can be useful for creating more diverse models for larger class of objects with
larger changes in colors.

In most cases we can assume that the main axis of a set is related to intensity
changes. It means that the pixels colors change mostly in this manner. Hence, the
variations in tint are smaller. Using these assumptions we define the main axis of

color space as the vector U with starting point in origin of system of coordinates

and ending point in the middle of the points set. The vectors defining axes of a

new color space can be calculated using (3). In order to make operaions on

intensity easier, we transfrom each point from W j W 2 W 3 space into destination

space using the following:

B = |c | , a = arccos ± L /3/3 = arctan —^- , (4)

where

C - a vector representing certain color,

C w , C w , C w - projection of onto W 1 W 2 W 3

B - length of C , intensity component

a - an angle between C and W j , related to similarity between

sample color and template one.

P - an angle between projection of C on to plane W 2 , W 3

and W 2 related to tint similarity of template anf sample colors

Figure 6 shows two more examples of applying custom color model {Bap) for
detecting certain color regions. In each case separate color model has been
created.

3 Summary

Presented custom color models can be applied in many practical tasks not
restricted to human faces detection and remotely sensed images processing only.
Their main advantage over other "classical" methods [4,5,6] is the precision of
setting the limits of colors. It is no longer needed to calculate complicated
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boundaries for color sets. Instead we have only parameters describing the simple
boundaries (box) or intensity and deviation of analyzed color from the template
one.

Fig. 6. Examples of locating certain areas (B,D) in satellite images (A, C) [3]
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The paper presents two methods of eyes detection in digital colour images with
using template matching and projection method. It present a way of using results
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1 Introduction

The most applications created for the eyes detection are concentrated on the result
and they does not show how easy creation of the detection system can be. It makes
the biometrics more inaccessible for common people. Closing the science for
people can slow down the progress of it. The system presented in this article is an
example of full accessible and intuitive application, which allows for the user to
test and make his own conclusion based on various materials and conditions
including graphical representation of the result.

2 The system basics

The application is based on simple rules of HSV analysis in detecting faces
regions at colour images [1], projection and template matching method for
detection eyes position [1]. The system was written in Borland Delphi 5.0, which
allows for easy connection with video source - internal and external. Using this
kind of software, preparing of the application can concentrate on content-related
part of the problem.

On the picture 1 is shown the main form of the system, which lets to learn the
results of all particular steps of the algorithm. At the right side of the window can
be found all main parameters important for the results. There is possibility of
changing the analysed materials, analogous parts of the algorithm, templates and
their coefficient of size, and others.
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F/,g. 1. The main form of the application

Every frame depends of the set values in parameters area in main window of the
application. HSV analysis is the first step of the algorithm [1]. It is the method
which determines the ranges for Hue, Saturation and Values typical for skin
colour. The ranges are presented in picture number 2.

The source image is analysed pixel by pixel and every of them is checked if it is in
the range of skin-colour or not. According to those information is created the
binary map of the regions with skin-colour. The binary map is decreased six or
eight times so the small noise is removed from the image. To support this process
the binary image is median filtered with the mask size 3x3. All that process is
illustrated frame, by frame during the action of the program. The biggest areas
with skin-colour are treated as a face, and they are put to the dynamic array of the
TImage objects, and all analysis is taken on that array which is showed at the
bottom frame of the main window (fig. !.)•

2.1 Eyes detection methods

The next step is actual eyes detection. The applications offers two kind of
solution of this problem:

the Projection Method [1] with median filtering of the added values,

the Template Matching Method, with searching for minimum deviation [1].



Information Processing and Security Systems 97

2.1.1 Projection method

First of them is very simple method based on adding the white pixels in every line
and searching for the maximum which determines the position of the eyes. As it
can be noticed at the picture number 3 the gradient image has the biggest
concentration of edges at the eyes areas, so adding the values of the pixels can
detect the line where the maximum (and the eyes line) is.

1

2

3

Component

Hue

Saturation

Value

Range

H < 25.5 or H > 242.25

58,65 < S < 173,4

153 < V<255

Area

Whole face

Fig. 2. Ranges for H, S i V to find the skin-colour areas [2].

This method is very easy to implement, but has one very weak point. During the
adding the pixel values in the line it can treat the mouth line as a eyes line because
when lips are opened, they can create maximum which is bigger than local
maximum at the real eyes line. There are ways to remove this problem. The
newest of them, detected during the application creation, is using the median
filtering for removing narrow strip of local maximum created on the mouth line,
because the strip of local maximum at the eyes line is more wide. The process of
implementing the median filtering needs to use sorting algorithm. It is not
important what kind of solution is used, because in the worst situation, it has nine
values to sort, so the economy of the sorting method has low meaning. The
efficacy of the method groves about 80%. The results of the method with, and
without are showed at picture number 3. The fourth column shows the graph of
the added values in line array. It is easy to notice the big difference with second
column, where the maximum located at mouth line determines the error of
detecting eyes line_.

Without median filtering With median filtering

Input image The graph of
values line adding

of pixels

Horizontal eyes
line

Median filtering
of array of added

values in line

Horizontal eyes
line

Fig. 3. The way the Projection Method works [3]
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According to guidelines of this article, user can determine the source of image for
analysis, size of the mask for median filtering, chose the way of filtering and
detecting eyes (the same eyes line for both or separately), etc.

2.1.2 Template matching method

The other implemented method is based on searching for minimum deviation
between source image and template. The program compares the part of the image
(same size as template) and calculates the deviation coefficient. The lowest value
of the deviation coefficient is treated by the application as the eye region, and the
middle of compared area is taken as the centre of the eye.

Frame 1 (source: Polsat) Frame 2 (source: TVN)

Fig. 4. The results of template matching algorithm [3]

The user can decide what kind of template the application use, can determine the
size coefficient of the template (there is possibility of using every bitmap file - the
size will always be change to needed). The template size coefficient is set as one
third and it is used to set the height and width of the template. The width of the
template is set as one third of the width of the face and height changes
proportional to the width. There is possibility to change the size coefficient in
range 0.05-f-l for checking different types of templates. The sample of results are
presented at picture number 6. Template matching is very efficient method.
Almost every analysed frame have good results if the quality of source is good
also.

2,2 Results representation

The results representation and the way the system can be used is motion detection
of the user working with the system. It takes a system as a way of 3D objects
manipulation. For understanding it we have to concentrate a little at human
anatomy.
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2.2.1 Human skull

Taking the way the head is moving we have to concern the move in two axis. For
simplification of calculation I have neglected the rotation in the plane of the
screen. For calculation unification the normalisation of a and b (fig. 5.) distance
needs to be done. That will help in finding the angle of face rotation.

Fig. 5. Human sculpture. Distance between eyes (a) and the
axis of occiput knuckle (b) [5]

By the measuring the distances between eyes and the distance between eyes line
and axis of occiput knuckle we can assume that a : b is like 1 : 1,384. After
normalisation of that data we can universally use it to all sizes of detected faces.

2.2.2 Face direction analysis

For calculating the face direction method, we have to reverse the 3D images
generation method. The image of the face is the result of generated 3D model. The
distance between the eyes we take for calculation of distance between the object
and projection surface of the screen. The angle of head rotation is very easy to find
the rotation angle using trigonometric functions - that describes fig. 6. Horizontal
rotation can be calculated in similar way.

Fig. 6. The angle of head rotation, d - distance between eyes, 1 - screen surface, b
- distance between zero eyes position and real eyes position
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After image processing the face direction is represented by two angles of rotation
in horizontal and vertical position. The size of the angle can be used as a energy of
motion. The last problem is to define if the angle means that object should be
rotated left or right, but that can be determinate by comparison with zero position
of eyes. The start position of eyes can be marked in calibration process similar to
manual manipulators.

3 The system description

The system is a very clear structure basing on the rules presented in point two. The
first point is calibration of the input image. The person using it should determine
the region that will be used for calculations. That can reduce number of operation
for finding face and eyes position During the calibration there is also the zero are
pointed. This is the region which we can take as a straight looking to the camera.
Next it is normal analysis process. Every frame got from the video stream is
analysed by HSV algorithm, then by the template matching algorithm too. There is
possibility of using various types of templates, which can be changed during the
work of application. In every frame the middle point of the segment between the
eyes is pointed and this is the most important for comparing with zero point. The
distance is changed to angles described in point 2.2.2. The use of that information
depends of the user. Here it is presented by 3D model written in OpenGL for
Delphi.

Fig. 7. Representation of application processing: a) input image, b) green frame of analysis
area got in calibration process with the yellow cross of zero point, c) to f) the middle point

at the segment between eyes marked by blue dot.
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The main problem is the light conditions. In daily light there are no problem with
HSV analysis, because the light is distracted and not distort the colours value. In
artificial light there is a need to calibrate the camera to get higher efficiency of the
algorithm. There is no problem with template matching when the faces areas are
located in correct way (fig. 7).

During the processing application takes the difference between the blue point
(fig. 7) and the zero point to find the direction of rotation, because during common
calculation we get the angle but we do not have which direction we should rotate.
That situation is made because of trigonometric functions used during the
calculation gives only the measure of the angle. This is realized before calculating
the angle. The difference value is taken to find b-value (fig. 6) so it is very easy to
connect.

Final information as a result of processing are two angles which are necessary
to use in OpenGL part of application.

Fig. 8. The example of 3D chemical compound model rotation by implemented
motion interpretation system

4 Summary

Presented solutions are examples of simple analysis of existing solution with a
small innovations like median filtering used in projection method. The biggest
advantage of presented application is simple and intuitive interface with very
suggestive way of results representation. It is difficult to find new revolutionary
solution, but the newest discoveries based on linking two tapes (or more) of
algorithms to fill in disadvantages of one of them by the advantages of another
gives a filling that there has not been said the last word in this subject.
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The most interesting point is that a and p angles can be used in many different
situations. They can be used as a typical manipulator which change the position of
mouse cursor - what can help invalid persons to work with computer. That also
can be new attractive way of piloting the computer games without touching the
keyboard, mouse, joystick or any other well known manipulators (fig. 8).
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1 Forecast of financial distress

Prediction of financial distress is one of the most important tasks in business. It is
a must for many groups e.g. capital donors need to protect themselves against
possible loss of credits or firm's managers try to forecast crisis, which can drag
enterprise into state of insolvency. The most widely used method of firm's
condition evaluation is financial analysis. However its simplicity and usefulness is
limited by its ambiguity e.g. firm's with good liquidity may be heading for a fall if
its debts are above some dangerous limit. In such case financial analysis won't
give clear signals. That shortcoming constrains developing of model combining
several measures into one meaningful output indicating if firm shows any signs of
possible insolvency.

There are many factors that can cause crisis. Whatever causes are, one can notice
that in each firm there are a few common crisis' stages and events (Fig.l). The
schema presents on Fig.l concentrates on crisis' progress, while factors causing it
can be found in appropriate positions of literature [8] or [2] and therefore they
won't be explained herein.
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Crisis' characteristic moments

The past Crisis'beginning Proofs of crisis Bankruptcy

Normal functioning /

Firm's characteristic periods

Fig. 1. The stages of crisis

Analyzing crisis progress it can be noticed that it starts in a hidden form (point
E2). It's an unnoticeable stage of the crisis i.e. cannot be noticed without any
deeper analysis of firm's finance. Thus even if crisis hides and isn't obviously
visible at this stage, this moment must be considered as a beginning of period
where firm's condition is in great danger.
The literature mentions about many signals which can be regarded as proofs of a
coming insolvency. According to Rozenberg [8] all signals can be divided into 2
groups:
- financial signals: this groups contains such effects as a increasing net loss or

decreasing net profit, loss of liquidity or demand for new sources of capital
used not to develop firm but to keep it running,

- non-financial signals: in this group such signals can be mentioned as
ascending amount of capital locked-up in investments, lack of plans and
frequent change of the managers.

Such signals often cannot be identified by a non-skilled person, thus for workers
or business partners, it may seems that nothing shows any signs of crisis. Clear
proofs of crisis' existence start in point E3, where even non-skilled person can
recognize that bankruptcy is closer each day. In period P3 crisis can be noticed:
- inside firm, where occur frequent problems with liabilities like late salaries,

lack of materials used in production, thus problems with keeping production
running,

- outside the firm, where exists non paid liabilities or lack of power enough to
fulfill placed orders on demanded goods.

Firm being at the stage P3, where proofs of crisis are obvious, must take
immediate reparation steps. Unfortunately process of reparation is very difficult at
this stage and often does not protect against insolvency. Thus the aim is not
identify signals in stage P3 but to forecast coming crisis in stage P2 i.e. where are
signals of possible disaster but thy are well hidden, also where still is a hope [7].
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2 Pattern recognition as a solution

The most useful and widely used attempt to problem of financial distress
prediction is pattern recognition. It assumes that there must exists some
similarities between failed firms and companies failed in the past can be used to
estimate some pattern useful in others firms' condition evaluation.
The first used method of financial distress prediction and the most frequently used
(even nowadays) is Discriminant Analysis (DA in abbreviation). It may be said
that DA aims to find a projection vector (called discriminating vector), that allow
to project points from N-dimensional space into new space with M-dimensions
(M<N). This projection may be written as [5]:

yt = w (1)

The choice of proper projection influences a possibility of point's separation after
it. In case of wrong chosen w vector, it is not possible to distinguish samples from
each group. If discriminating vector was chosen properly, dimensionality
reduction allows to easily separate points.

a). Points' projection not allowing to
separate the sets.

b). Projection separating the sets.

?-":::^-:?

Fig. 2. Influence of disciminant projection on a possibility of class separation

The projection vector is chosen to ensure two criterions of discrimination [5]:
- points from different groups must be widely spread - between-class variance

must be large,
- points belonging to the same group must lay close one to another, within-

class scatter matrix must be small.

LDA maximises ratio that contains both of previously mentioned features [5]:

(2)
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First quantitative model, estimating financial distress probability, was model
constructed by E.I.Altman [1] or [2] in 1968. Using LDA (Linear Discriminant
Analysis) Altman created a model, which even now is a point of reference for
most of researchers.
However LDA usage is problematical because of the requirements of variable's
normal distribution, which has not the confirmation in reality. This as well as
others limitations (e.g. the linear character of division of multidimensional space)
forced to develop alternative methods of the crisis's prediction. Other popular
method used since eighties is logit analysis, which was first deployed by J. Ohlson
[8].
The nineties began neural network usage in systems forecasting enterprise crisis.
Among many works from this period Cheng [9] or Atiya [3] may be mentioned.
Most of researches based on a Multilayered Perceptron, in which signals can be
evaluated according to one general equation:

= N{u]
(3)

where:
Ni - computing operator of i-th layer,
y - output vector,
u - input vector,
Wh - matrix of weights of connection between layers h-th and (h-1)-
th,
Fh - activation operator of neurons form h-th layer.
Pattern recognition does not always require mathematical modeling. Classification
can be also performed with help of algorithms called 'memory based' or
'experience based'. They assume that there exists visible similarity between
samples from each class, so new coming sample may be classified by direct
comparison of its attributes values with values of previously observed samples.
The most frequently used methods form this group are kNN (k Nearest
Neighbours) and NM (Nearest Mean). The kNN compares sample with k closest
samples and NM uses means of groups in comparison. Both of these methods are
very simple, however surprisingly effective. It must be mentioned, that such
methods do not result in form of any models, which can be used not only to
classify samples, but to gain knowledge about particular domain.

3 The dataset and crisis indicators

The dataset used in experiments contained 202 financial statements, 100 from
bankrupt firms and 102 from existing (at least in the moment of database
construction). A set of 30 financial ratios was calculated using financial analysis.



Information Processing and Security Systems 107

That set consisted of the most frequently citied and widely used in practice
financial ratios. They were starting set of variables that was used as a set of
possible crisis indicators. Using ANOVA (Analysis of Variance) F-tests were
performed to measure differenced between means of ratios in both groups of firms
(failed and non-failed). Existing differences between two group in case of all 30
variables shows if they might become handy in classification.
Due to some strong correlations between variables, it was necessary to choose a
subset of variables that had biggest statistical significance but do not depend one
on another. To ensure this, F-test ratios were sequentially weighted by a
correlation coefficient between variable chosen lately to a subset and other
variables. At each step remaining variables were sorted according to new
calculated values of significance-and-independence. Finally a subset of 8 variables
was used in experiments Tab. 1.

Indicator

ii

h

h

U

h

I6

I7

Is

Indicator's name

EBIT/ Total Assets

Cash / Total Assets

Total Liabilities / Total Assets

Net Profit/Total Assets

Net Profit / Current Liabilities

Gross Profit / Net Sales

Net Profit / Net Sales

Net Profit / Long Term Capital

Tab. 1. Subset of variables chosen as crisis indicators (in descending level of significance)

4 The Results of experiments

In case of crisis forecasting two types of error exists. First type is a case when
failed firm is classified as a non-failed firm. Such error is being called as a 'capital
risk' i.e. risk avoided by a capital donors, who in this case are losing capital.
Second type of error, when non-failed firm is being classified as a failed is called
'commercial risk' i.e. resulting in loss of capital sources and partners to a non-
failed due to its classification as a possible bankrupt. Both types of risk are
unwanted, although each of them influences different groups of subjects (internal
or external).
Four methods of pattern analysis were used in the experiments: Nearest
Neighbour, Nearest Mean, Neural Networks and Discriminant Analysis. Whole
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dataset was randomly divided onto two parts - training and validating. To estimate
accuracy of prognosis hold-out method was used. Moreover, to ensure that dataset
divide did not have any effect on methods' performance this process was repeated
20 times. At each step dataset was again divided into two parts.
Due to flexible architecture of ANN (Artificial Neural Networks) all experiments
were performed on 5 ANNs that differ in number of neurons in a hidden layer.
Results of ANN classification with different number of neurons is showed in
Table 2.

No. of neurons

4

5

6

7

8

Prognosis accuracy
%

72.6

72.45

71.3

71.75

72.6

Type I errors
%

10.6

11.15

12.45

12.6

11.8

Type II errors
%

16.8

16.4

16.25

15.65

15.6

Tab. 2. Accuracy of Neural Network classification (depending on no. of neurons in a
hidden layer)

The results of other methods: NN, NM and DA are showed on Fig.3-5. Each
figure represents accurate and no accurate prognosis in both cases of failed and
non-failed firms.

-1 -0.5 0 0.5 -1 -0.5 0 0.5 1

tB non-i

i
ailiire progno

I
sis in <

-0.5 0 0.5 -1 -0.5 0 0.5 1

Fig. 3. The results of classification based on Nearest Neighbor method
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Fig. 4. The results of classification based on Nearest Mean method

Comparing in to other methods Nearest Mean had the best accuracy in failure
prognosis. However it was also the weakest algorithm in case of non-failed firms.
It leads to conclusion that many non-failed firms show bigger similarity to failed
mean than to nonfailed.

-0.5 0 0.5 1 -1 -0.5 0 0.5 1

-1 -0.5 0 0.5 1 -0.5 0 0.5 1

Fig. 5. The results of classification based on Linear Discriminant Analysis
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Discriminant analysis had the greatest overall accuracy of prediction. To check
what effect had number of ratios on its accuracy additional experiments were
performed (Tab.3).

No. of ratios

1

2

3

4

5

6

7

8

Prognosis accuracy
%

69.80

73.10

72.25

74.25

73.10

72.90

71.60

70.70

Type I errors
%

16.55

8.30

11.15

9

7.10

10.70

14.95

11.50

Type 11 errors
%

13.65

18.60

16.60

17.00

19.80

16.40

13.45

17.80

Tab. 3. Dependency of no. financial ratios used as crisis indicators on DA'a accuracy

As it can be noticed in Tab. 3 optimal number of ratios is 4. Fewer ratios do not
carry enough of information to distinguish firms. More ratios also decrease
classification accuracy.

5 Summary

The presented results of experiments proof that pattern recognition can be used in
field of financial distress prediction. However these results, achieved in
experiments in polish environment, differs from similar experiments performed in
countries with stable economies [2], [6] or [9]. It is being caused by several
reasons. First of all, bankruptcy in stable countries is regarded as a process that
'sweeps out' weak firms from a market. In Poland bankruptcy is rather considered
as a disaster, resulting in unemployment. Thus polish courts often do not decide
about firm's bankruptcy until it's really too late. Even if it seems as a positive
market protection, in a matter of fact it is a market fixing. Too many bankrupt
firms exist and when they fall, they finally drag to insolvency other companies
(domino effect). Second important reason of slightly ambiguity between failed and
non-failed firms are faults in management, in case when many polish managers'
lack of proper knowledge and practice. Running on external capital such firms
lengthen their vegetation. Howoever, even in case of nontransparent and not
flexible polish economy pattern recognition can be useful tool in crisis prediction.
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Abstract: Laplace's equation with any boundary conditions can be solved by
means of the Parametric Integral Equation System (PIES). For modelling of the
boundary geometry in 3D problems Bezier and Coons surfaces are used. A nu-
merical solution of the PIES requires no boundary discretization and is reduced
only to the approximation of boundary functions. For its solving a collocation
method with Chebyshev polynomials was used. An arrangement of collocation
points has high influence on the accuracy of obtained results. Genetic algorithms
are applied for searching most optimal arrangement of collocation points.

Key words: Boundary integral equation, Parametric Integral Equation System (PIES),
Bezier surfaces, Coons surfaces, collocation method, genetic algorithms

1 Introduction
Solving technical problems often leads to solving boundary-value problems. Cur-
rently, for a numerical solution of those problems two methods are particularly
used. One of them is the Finite Element Method (FEM) and the other, dynamically
developing in recent times, Boundary Element Method (BEM) [1].

In the FEM, the whole domain of the problem is discretized by finite elements,
whereas in the BEM, only boundary is discretized by boundary elements.

Modelling of the domain in discrete way lead to use large numbers of input data
and solve large numbers of algebraic equations. This is a very significant disad-
vantage of these methods, especially in the case of solving 3D boundary-value
problems.
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a) b) c)

Fig. 1. 3D geometry describing in FEM, BEM and PIES:
discretization of the boundary in FEM (a) and BEM method (b),

modelling of the boundary by Coons surfaces in the PIES method (c)

We propose a new way of defining boundary geometry using Coons linear sur-
faces and non-linear Bezier surfaces of the third degree. This method is used in the
PIES for solving the 3D boundary-values problems.

The PIES is an analytical modification of traditional Boundary Integral Equations
(BIE). The main advantage of the PIES is the fact, that during its numerical solv-
ing smaller number of input data (needed for boundary geometry defining), than in
BIE, is required. The boundary geometry describing reduces only to set of corner
points of used surfaces and smaller equation system is solved.

A numerical solution of the PIES requires no boundary discretization and is re-
duced only to the approximation of boundary functions. The separation of the
boundary approximation from boundary functions makes the modification of
boundary geometry easier. It also enables us to use more effective methods for the
approximation of boundary functions.

In this paper for solving the PIES a collocation method [4] is used. The influence
of the arrangement of collocation nodes on the accuracy of the obtained results has
been studied. In order to find most optimal arrangement genetic algorithm was
applied. As base functions Chebychev polynomials were used. Finally the ob-
tained results - for 3D potential problems - have been compared with the ones
obtained by the analytical method.

2 Modelling and modification of 3D boundary by
means of Coons and Bezier surfaces

To define surface of polygonal boundary geometry only corner points of 3D
geometry are used. The linear part the 3D boundary geometry in the PIES
is built with Coons surfaces. Each of them is defined by only 4 corner
points and is described using following formula [3]
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> p2Ti-v
P(w,v) = [\-w,v]\

after the multiplication of (1) following expression was obtained

P(w,v) = q>l(w,v)Px + #?2(w,v)P2

where

cpx = (l - w)(l - v), <p2 = w(l - v), cp3 = wv, (p4 - (1 - w)v

<Pi, / = 1,2,3,4 are base functions.

(1)

(2)

Bezier surface patches are used for defining non-linear parts of the
boundary geometry in the PIES. Each Bezier surface is defined by grid of
16 control points in the following way
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In the case of using Bezier surfaces of the zero degree it is easy to modelling
any domains by only corner points. In the case of using Bezier surfaces of the
third degree it is easy to modelling the boundary geometry in continuous solution
with addition c 2 continuity with the help of a small number of Bezier control
points. A smaller number of input data required for the definition of the domain as
well as a smaller system of algebraic equations to be solved. Modelling and modi-
fication of the boundary geometry by means of Bezier and Coons surfaces is
shown in the appendix.

3 The Parametric Integral Equation System (PIES)
Instead of the BIE we can use the PIES for an effective search of solutions on the
boundary for Laplace'a equation. The PIES is obtained as a result of an analytical
modification of BIE. The PIES method for the 2D boundary-value problems [6,7]
after generalization to 3D boundary-value problems is presented by the following
formula [6,7]
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0.5u,(v,w) = ^ f jpj(vvwvv,w)pj(v,w)-P*(v,,w,,v,w)Uj(y,w)\lj(v,w)dvdw (4)

Information about 3D boundary (Coons surfaces or Bezier surfaces) is included in

the kernels U{J* (s}, s) , Ptj* (s}, s) in the following form

^ (6)

where

77l = P/]) (V!, Wl ) " Pf (V, W) , 7]2 = P/2) (Vl, W> ) - P,(2) (V, W)

773=P/
(3)(v1,w1)~JP/

(3)(v,w).

Function (5) is called the fundamental boundary solution and (6) is the singular
boundary solution. These solutions constitute kernels in the PIES (4) and in their
mathematical formalism, in contrast to traditional kernels, take into account the
boundary geometry defined by means of parametric linear functions.

4 Numerical solving of the PIES aided by genetic
algorithm

The separation of the boundary approximation from boundary functions enables us
to use various, more effective methods for the numerical solving of the PIES. To
solve the PIES well known collocation method [4] - a specific variant of the spec-
tral method - is used. It is very effective as it requires only a single integration.

The solution of the PIES represented by formula (4) is reduced to finding the
unknowns functions wy(v, w) or p . (v, w) on each of the boundary segments of

the considered problem. Boundary functions are approximated by means of the
following approximating expressions

p=0r=0 p=0r=0

where w^r)', p{fr) are unknown coefficients, n = NxM — is the number of the

coefficients on each segment, whereas Tjp)(v) Tjr)(w) are global base functions -

Chebyshev polynomials described by the following recurrent formula
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Having considered (7) in the integral equations system (4) we obtain the following
form of the equation

(9)

Equation (9) written down for all the collocation points [5] takes the following
matrix form

(10)

Unknown coefficients u{jpr\p(jPr) are solution of algebraic equation system (10).

Multiplication coefficients with base functions, like in (7), leads to continuous
solution on each segment.

The optimal arrangement of the collocation points is important problem and is
directly connected with accuracy of numerical solutions of the PIES.

4.1 Genetic algorithm used to study on optimal collocation
points arrangement

The genetic algorithm (GA) is used to search an optimal arrangement of colloca-
tion points in numerical solving of the PIES. Sample 3D boundary geometry with
4 collocation points on each of six surfaces is presented in Fig. 2. The GA imple-
mented in this case has a continuous representation of possible optimal arrange-
ments of collocations points (v,w) on the 3D boundary surface with values reduced
to (0,1) for its chromosomes.

Fig. 2. 3D boundary geometry (a) with collocation points on each surface (b)
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The GA optimization process begins by setting a random set of possible solutions,
called the populations [2]. Each individual is defined by optimization variables
and represents a chromosome. In each iteration of the GA, the process of selec-
tion, cross-over, and mutation operators are used to update the population of de-
sign. Each generation involves selecting the best members, performing crossover
and mutation and then evaluating resultant population, until the final condition is
satisfied. The fitness function applied to the GA is the average mean square error
computed by comparison the PIES solutions on the boundary (for each chromo-
some) with analytical solutions. Optimal solution given by the PIES is the pattern
of the collocations points placement, the same for each surface of 3D boundary
geometry.

5 Testing example
Various configurations of optimal arrangements of collocation points, given by
implemented GA, were studied. In the considered example each chromosome
contains coordinates of 9 collocation points. The boundary geometry is presented
in Fig. 1. The following parameters of the genetic algorithm are chosen: the popu-
lation size is 50 with probability of crossover - 80 percent and probability of muta-
tion - 15 percent. The number of GA iterations is 600. The analytical solution on the
boundary is described by equation:

(11)

Fig. 3. Error reduction during GA iteration for 9 collocation points

The calculations carried out by genetic algorithm show the possibility of notice-
able reduce of the total error (Fig. 3.). Chromosomes from each population rela-
tively quickly locate analyzed collocation points in the centres of surfaces (Fig.
4.).
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a) b)

0 0 1 0.2 0 3

c) d)

Fig. 4. Arrangement of 9 collocation points during GA iterations:
a) initial arrangement, b) 200 iterations, c) 400 iterations,

d) resultant arrangement (600 iteration)

Numerical studies confirm the trend that collocation points are located in the cen-
tres of the segments in the first iteration and then GA spends the rest of the itera-
tions adjusting better solutions without better performance. The optimal placement
of collocation points is around 0.2 from the boundary of considered surface.

6 Conclusions
The paper shows the tool for optimisation of the collocation points arrangement in
the PIES based on genetic algorithms. Using the calculations from the numerical
examples analysed by the authors, it appears that the arrangement of the colloca-
tion points has influence on the accuracy of the results. Most accurate results are
obtained when collocation points are placed in some interval from boundary.
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Appendix

Effective boundary geometries modification
The proposed algorithm for describing 3D boundary geometry was successfully
tested on relatively simple and more complicated models as it is presented in Fig.
5. The developed technique is automated and applicable to most geometry [5].

Fig. 5. Models of 3D boundary geometries described in the PIES method

Fig. 5a. presents the boundary built with the 12 Coons surfaces. In Fig. 5b. is
presented model described by 14 Coons surfaces. It is possible to define non-
linear shapes of the boundary by Coons and Bezier surfaces together like shown in
Fig. 5c. (5 Coons and 6 Bezier segments) and in Fig. 5d. (7 Coons and 6 Bezier
parts).

Fig. 6. shows a 3D view of a modification of a sample model. The original bound-
ary is shown in Fig. 6a. Six Coons surfaces are used to describe that geometry. In
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Fig. 6b for non-linear modification of the original 3D boundary six Bezier sur-
faces was introduced to the model instead of Coons linear surfaces.

Fig. 6. Modification of the Bezier surfaces by moving controls points

The shape of the boundary of this model is manipulated according to a set of con-
trol points. Fig. 6c. and Fig. 6d. present the modification of Bezier surfaces by
moving only four of sixteen control points for each surface.
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Abstract:
In the paper are presented results, concerning the linear approximation of
arbitrary function f with n binary inputs and m binary outputs. The based on the
definition of linear approximation algorithm to compute a single value of the
approximation table, is of exponential complexity 0((n+m) -2n). The presented in
the paper fast algorithm computes the whole approximation table, in linear time
O(n+m)for a single value.

Keywords: Cryptanalysis, linear approximation, approximation table.

1 Introduction

Linear approximation of a cipher algorithm constitutes a basic concept of linear
cryptanalysis - one of the most important, general methods of cryptanalysis
[2, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. By a linear approximation we mean a linear
equation, relating input bits to output bits of an algorithm. The equation is
satisfied with some probability p for randomly chosen input and corresponding
output. The magnitude of | A/71 = | p - 1/2 | represents the effectiveness of the
approximation. Approximations with nonzero value of the effectiveness measure
are said to be effective.

In the case of iterative block ciphers, the calculation of the most effective linear
approximations is carried out typically in two main steps. First, as a result of
composition of approximations of component functions, the effective
approximations of a single iteration are calculated. Next, as a result of
composition of approximations of consecutive iterations, the linear approximation
of the entire algorithm is obtained.

Approximation of an algorithm, enables the identification of the key bits, for
sufficiently large family of known pairs: plaintext - ciphertext. Unlike the
differential cryptanalysis, which is essentially a chosen-plaintext attack [1,3, 10],



126

the linear cryptanalysis is essentially a known-plaintext attack and moreover is
applicable to an only-ciphertext attack under some circumstances [11, 12].

In general, the linear approximation of function Y - f(X)\ {0,1}" —> {0,1 }m is
defined as an arbitrary equation of the form:

ieV jeX'

satisfied with approximation probability p = N(X',Y')/2n, where Y' c {l,..,ra},
X' c {l,..,n} while N(X',Y') denotes the number of pairs (X, Y) for which the
equation holds. For simplicity the above equation is written in the following form:

Y[Y']=X[X'].

The sets of indexes X\ Y' are called input and output mask respectively and the
function N(X',Y') is called the counting function of the approximation.

The linear approximation characteristic is defined as a sequence (X\ Y\ Ap),
where X', Y' are masks or sequences of input and output masks and p is the
approximation probability. Among characteristics we distinguish the
zero-characteristic ( O, O, 1/2), corresponding to the zero linear approximation,
which probability is equal to 1 for arbitrary function/.

Composing linear approximations, it is necessary to formulate so called
approximation conditions and to calculate the approximation probability of the
composition. The approximation conditions eliminate the bits of the internal
variables from the resultant equation. The probability Ap of the composition of n
approximations with probabilities A/?,, is calculated as follows:

2 Approximation Tables

The general form Y[Y'] = X[X'] of the linear approximation of function Y = f(X),
is illustrated in figure 1.

X
n I X'

Fig. 1. Linear approximation of function/
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Linear approximations of function / can be described in the form of the
approximation table TAf. The element TAf[X\ Y'] of the table, is defined as the
number of pairs (X, Y) satisfying equation Y[Y'] = X[X'], decreased by the half of
all the pairs. Thus, it can be calculated by the formula:

TAj{X\ H = AN(X\ r ) = N(X', - 2n'\

Approximation table TAf is obtained by examination, for each mask pair
(X\ Y'), of all input pairs (X, Y) and contains the complete description of linear
approximations of function / . In other words, table TAf represents all the
characteristics (X', Y\ Ap) of function/, where probability Ap can be calculated as
follows:

Ap = TAf[X\ Y'] IT.

y
A

0
1
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5
6
7
8
9

1 0
1 1
1 2
1 3
1 4
1 5
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0
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X '

0
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7
8
9

1 0
1 1
1 2
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1 4
1 5

0

8
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

1

0
0
0
0
0
8
0
0
0
0
0
0
0
0
0
0

Y'

2

0
0
0
0
0
0
0
0
0
0

[~4~]
4
0
0
4

- 4

3

0
0
0
0
0
0
0
0
0
0

- 4
4
0
0
4
4

X

4 > X ' = 1 0

I = 4/\6

r = 2

Fig. 2. Approximation table TAf of an example function/

The approximation table of an example function / is presented in figure 2. There
exist 10 effective approximations of the function: 2 approximations with
probability Ap = 1/2 and 8 approximations with probability \Ap\ = 1 / 4 .

For clarity, in figure 3 is presented the basic algorithm computing a single value of
the approximation table of function/. Auxiliary function BIT-XOR(...) computes
the XOR of the n least significant bits of parameter X. Function N(...) is the
counting function of the approximation. The main function TA-F(...) returns the
value N(X\ Y\
0((n+m) • 2").

n, m) - 2 . The time complexity of the algorithm is



128

TA-F(X\ r , n, m)
1. BIT-XOR(X,rc)
2. w<-0
3. for / <r- 0 to n - 1 do w <r- w 0 X,
4. return w
5. N(X\ F', n, m)
6. w <— 0
7. for X <- 0 to 2" - 1 do
8. Y<r-f(X)
9. if BIT-XOR(X and X\ n) = BIT-XOR(F and Y\ m)

10. then w <— w + 1
11. return w
12. return N(X\ Y\ n,m)-2n'x

Fig. 3. Basic algorithm, computing a single value of the approximation table off

The size of the approximation table of function/is equal to 2n+m and based on the
definition, calculation of a single value of the table requires 0(2") operations. The
presented in the paper method, enables to calculate the approximation table in
time linear for a single value.

3 Theorem

The fast computation of approximation tables method is based on the theorem
formulated in this chapter. Let TAf be the approximation table of function
Y=f(X): {0,1}" -» {0,1 T and let TAf0 and TAfx be the approximation tables of
residual functions:

/o =MnA = 0) =/(0, X,_2, ..., Xo) =f(XnA = 1) = / ( l , Xn* ..., Xo).

Furthermore let TAf and TAf denote the halves of TA/for Xn.{ = 0 and Xn.{ = 1,
respectively (fig. 4).

/o

/ l

TAf0 TAf

TAf

/ TAf

Fig. 4. Illustration to theorem 1
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Theorem 1.

For arbitrary function/: {0,1 }n -> {0,1 }w, where n > 1 and m > 1, holds:

TAf = TAfo + TAfx and TAf = TAf0 - TAfx.

Proof.

The linear approximation of function/can be written in the following form:

Y[Y']=X[X']=XnA'.Xn_l®Xr[Xr'],

where Xr = (Xn.2, ..., Xo). Let N be the counting function of the approximation of
function / and let JV0 and N\ be the counting functions of the approximations of
functions/o a n d / , respectively. Furthermore let Nj* denotes the counting function
of the approximation of function/for Xn.\ = a and Xn.\ = /?, where cx,/3e {0,1}.

X^.f = Owe have:

AN =( NQ + NO - 2nA = (NQ- 2"~2) + (N0- 2n'2) = ANQ + ANh

We have obtained that TAf = TAfQ + TAfx. For Xn.j' = 1 we have:

N = No + N\ = NQ + {2nA - N\°) = /Vo + (2n~l - NO, and

2"-l=N0-Nl = (NQ-2n'2) -{N\-2n'2) = AN0-ANh

We have obtained that TAf = TAf0 - TAfx. •

In figure 5 are presented four elementary approximation tables of Boolean
functions of one variable. The tables can be used to compute approximation tables
of Boolean functions of more variables as well as in general, of functions
/: {0,l}"-> {0,1 }m, where n , m > l .

X

0
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Y

0
0

X

0
1

Y

1
1

Y'

>=>

X'

0
1

Y'
0 1

1 - 1
0 0

X

0
1

Y

0
1

X

0
1

Y

1
0

X'

0
1

r
0 1

1 0
0 1

X'

0
1

Y'
0 1

1 0
0 - 1

Fig. 5. Approximation tables of Boolean functions of 1 variable
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The case of Boolean function of two variables is illustrated for function XOR, in
figure 6. To compute the approximation table TAXOR we use elementary
approximation tables from figure 5, for one-variable functions XOR(0, Xo) and
XO/?(1, Xo). The upper half of TAXOR is obtained as a result of addition and the
lower half as a result of subtraction of the two elementary tables.

X

0
1
2
3

Y

0
1
1
0

<=>

X'

0
1
2
3

Y'
0 1

1 0
0 1
1 0
0 - 1

•=>

X'

0
1

3

Y'
0 1

2 0
0 0

0 2

/<7g. 6. Computation of the approximation table of function XOR

4 Algorithm

The fast algorithm computing the approximation table of an arbitrary function
Y = f(X): {0,1}" —» {0,1 }m, where n, m > 1, is composed of two main steps. In the
first step the initial value of TAf is computed. The initial TAf contains
approximation tables of all residual functions of/, dependent of one variable Xo. In
the second step the final value of TAf is computed, by applying theorem 1 to
consecutive variables.

INI-TA(7A/, n, m,f TP)
1. for X' <- 0 to 2"-l do
2. for r f- 0 to 2m-\ do
3. 7A/[r , 7'] <- BIT-XOR(/[X'] and F \ m)
4. for X ' < - 0 to 2"-2 step 2 do
5. for r <- 0 to 2m-\ do
6. (7H/[X', F ] , TA/[X'+1, H ) <- TP[TAf[X\ T]
7. return

Fig. 7. Procedure computing the initial value of TAf

The initial value of TAf is computed by procedure INI-TA(...) presented in figure
7. First, in steps 1-3, for each masks X\ Y' is calculated the value Y[Y'] with use
of auxiliary function BIT-XOR(...) from figure 3. Then, in steps 4-6, each pair of
values, adjacent in columns and corresponding to the value 0 and 1 of variable Xo,
is replaced by a pair stored in so called table of pairs TP.
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V .

0
0
1
1

, o
, 1
, o
, 1

TP[v0

( 1 ,
( 0 ,
( o ,
( - 1 ,

, v , ]

0 )
1 )

- 1 )
0 )

Fig. 8. Table TP of pairs

Table TP of pairs is presented in figure 8. For each function of one variable,
defined by the values of v0 and Vi, it contains a pair of values from the right
column of the appropriate elementary approximation table (fig. 5).

CALC-TA(TAf,i,j,m)
1. if/- i > 2 then
2.
3.
4.
5.
6.

(j)
CALC-TA(rA/, /, k, m)
CALC-TA(7A/, k+1, j , m)
SUMSUB-TA(W, /, K k+\,j, m)

return

Fig. 9. Procedure computing the approximation table TAf,
first call: CALC-TA(7>1/, 0, 2"-l, m)

The final value of TAf is computed by recursive procedure CALC-TA(...)
presented in figure 9. In the first call of the procedure the initial TAf must be used
and the range of rows is from i = 0 toy = 2"-l. For the range greater than 2, the
problem is solved by solution of two half-sub-problems. Having computed
approximation tables for the sub-problems, the approximation table of the problem
is computed by the auxiliary procedure SUMSUB-TA(...) from figure 10.

SUMSUB-TA(rA/, iuju i2j2, m)
1. for / <— 0 toji - i\ do
2. f o r T <-Oto2"7-ldo
3. (TAM + U H , TAfLk + i, F]) f- (TAflh + i, T] + TAf[i2 + /, Y],
4. TAAix + i,T}-TAf[i2 + U Y])
5. return

Fig. 10. Procedure SUMSUB-TA(...)

Procedure SUMSUB-TA(...), for two approximation tables of the same size,
replaces first of them by their sum and the second by their difference, according to
theorem 1.
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Computation of the initial TAf is illustrated in figure 11. Table (a) contains the
example function, table (b) the result of steps 1-3 of procedure INI-TA(...), and
table (c) the initial TAf, composed of 8 approximation tables for residual functions
of one variable XQ.
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Fig. 11. Computation of initial value of TAf fox example function Y=f(X)

Computation of the final TAf, by procedure CALC-TA(...), is shown in figure 12.
Table (a) contains 4 approximation tables obtained from the initial TAf, table (b)
contains 2 approximation tables obtained from table (a), and table (c) contains the
final TAf The sequence in which approximation tables are computed is
determined by the construction of procedure CALC-TA(...). After the first two
approximation tables from table (a) are computed, is computed the first
approximation table from table (b).

The computational complexity of the procedure INI-TA(...) is O(m • 2n+m). For
procedure CALC-TA(...) the time needed to compute the approximation table with
w rows can be described by the following recursive equation:

0

2-7Xw/2) + i

for w = 2

for w>2.

The solution to this equation is T{w) = w(logw - 1) . Taking into account that in
the first call of procedure CALC-TA(...) the number of rows w = 2", and that
procedure SUMSUB-TA(...) computes in each row a new value for all of the 2m

columns of TAf we have, that the complexity of procedure CALC-TA(...) is
O(n • 2n+m). Therefore the complexity of the fast algorithm, composed of
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procedures INI-TA(...) and CALC-TA(...), is O((n + m) • 2"+m). Considering the
size 2n+m of TAf we obtain the linear time complexity O(n + m) for a single
element of TAf.

X '

0
1

3

4
5

" "5
7
8
9

11
12
13
14
15

0

2
0

0
0

2
0

0
0
2
0

0
0
2
0

r o*
0

1

0
2

0
0

0
- 2

0
0
0
2

0
0
0

-2
0
0

Y'
2

0
0
2
0

0
0
0
2
0
0

- 2
0
0
0
0

-2

3

0
0

"15
2

0
0

-2"
0
0
0

15
-2
0
0
2
0

X '

0
1
2
3

" 5 '
5
6
7
8
9

10
11
12
13
14
15

0

4
0
0
0
0
0
0
0
4
0
0
0
0
0
0
0

1

0
0
0
0

0
4
0
0
0
0
0
0
0
4
0
0

Y'

2

0
0
2
2

0
0
2

- 2

0
0

-2
— 2

0
0

-2
2

3

0
0

-2
2
0~
0
2
2
0
0
2

-2
0
0

-2
-2

X '

0
1

2
3

4
5
6
7

9

1 0
11
12
13
14
15

0

8
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0

1

0
0

0
0

0
8

0
0

0
0
0
0
0
0
0
0

Y'
2

0
0
0
0

0
0

0
0
0
0
4
4

0
0
4

- 4

3

0
0
0
0

0
0
0
0
0"
0

- 4
4

0
0
4
4

(a) (b) (c)

Fig. 12. Computation of TAf for example function Y-f{X)

5 Conclusion

The basic algorithm to compute a single value of the approximation table for
arbitrary function / with n binary inputs and m binary outputs, is of exponential
complexity 0((n+m) • 2n). The presented in the paper fast algorithm computes the
whole approximation table, in linear time 0(n+m) for a single value. The fast
algorithm is based on a general result, formulated in theorem 1, that affects the
structure of the approximation table and probably has many other applications.
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Abstract: This paper discusses mixing of some non-linear chaotic maps, e.g. a
logistic equation and a tent mapping, as simplified method for information
encryption and decryption. A ciphertext is obtained by the iteration of defined
mixing chaotic maps from an initial state. Because the secure control parameters
of these chaotic mappings are modulated according to currently encrypted
plaintext, the proposed cipher algorithm can be treated as some homophonic
substitution cipher with encryption key defined by initial state of build-in chaotic
maps and some additional parameters. The resulting cipher algorithm is
investigated against typical attacks on classical encryption schemes. The objective
of these attacks is to recover plaintext from ciphertext or to deduce the decryption
key. In this paper we study the exhaustive key search attack and find that this
attack is not efficient as a practical attack on proposed cipher. Similar conclusion
concerns some classical attacks, e.g.: ciphertext-only attacks and a known-
plaintext attacks.

Keywords: chaotic signals and sequence, stream ciphers, logistic equation, secure data
transmission; chaotic cryptosystems, cryptoanalysis.

1 Introduction

In recent years extensive studies have been done in the theory of chaos in different
fields of physics, mathematics, engineering, biology, chemistry, economics and
atmospheric sciences. Only at the start of last decade continuous and discrete
chaotic dynamical systems has been used for development of cryptosystems (see
e.g., N.K. Pareek, et al. [15] and R. Schmitz [1]). The chaotic systems are
characterized by the sensitivity on initial conditions, system parameters and long
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time unpredictability of evolution of its orbits. These properties make the chaotic
systems considerable as an alternative for cryptosystems construction.

In this paper we are presenting a cryptosystem based on one-dimensional non-
linear chaotic map

xn+l = F(xn;a), (1)

and sequences of consecutive applications of a finite set of maps as well

xlt,i=Fm°-FloF0(xn;a), (2)

which generates the sequence {xm xn+], . . .}, depending on a set of parameters
a = {aQ,al,...,ak,...,as} and x0 e /, where / is the unit interval. The equation (1)

or (2) represents some discrete dynamic system naturally described by repeated
applications of the same map F: I —>I or sequences of consecutive applications of
a finite set of maps { Fm, •••, Fh Fo }: I —>L

As writing out explicitly formulas involving repeated applications of a set of maps
can be awkward, we streamline the notation by denoting a map composition by

G(*B;m,a)= Fm(--F,(F0(*1, ;a)))= Fm °---F, ° F0{xn ;a) (3)

Then the nth iteration of map (1) and (2) is as follows:

Rn< . a ) = f ^ k ' 4 R°{xo;a)=F(xo;a) forthemap(l) (4)

\Gn{xn;m,*\ R°(xQ;a) = G{x0;a) for the map (2)

where

The trajectories (known also as orbits) on {xn, xn+j} plane belong to one of the
following three types (R.L. Devaney [3], E. Ott [8], see also S. Berczynski, et al.
[14]). First of all, there exist trajectories, tending to the stable points, which satisfy
the equation xF = F(XF;SL) in the case (1) and xG = G(xG;m,a) in the case (2).

Secondly, some trajectories approach to the periodic orbits, what is characteristic,
for instance, for period doubling bifurcations. At last in definite areas of parameter
{ak} space the non-linear map (1) of the set of maps (2) generates chaotic
sequences {xn}, which look quite similar to random sequences and are of primarily
interest for secure data transmission. The chaotic sequences with modulated
parameters were used for the purposes of hidden information transmission firstly
by Anishchenko et al. [16, 17]. Different aspects of this method were studied also
in the papers S. Berczynski, et al. [14] and S. G. Bilchinskaya, et el. [18].
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2 A new synchronous stream encryption algorithm

A synchronous stream cipher is a cipher where a keystream is generated
separately from the plaintext and is then combined with the plaintext to form the
ciphertext. A synchronous stream cipher can be described by the equations (A.J.
Menezes, et al. [4]):

where <J0 is the initial state and may be determined from the key k, f is the next
state function, g is the keystream output function, and h is the function that
combines the plaintext m, with the keystream n to produce the ciphertext c,. Note
that decryption only requires inverting the h function. The two functions/and g in
equation (7) are together known as the keystream generator. The output of these
two functions, the sequence of z, values, is known as the keystream.

A classical synchronous stream cipher does not propagate the errors, i.e. a
ciphertext digit that is modified (but not deleted) during transmission does not
affect the decryption of other ciphertext digits. As a consequence of this, an active
adversary might possibly be able to make changes to selected ciphertext digits,
and know exactly what affect these changes have on the plaintext.

Our new encryption scheme has not such a weakness: the forgery (a modification
or removing) on even single bit leads to the total loss of the synchronization
between the sender and the recipient; from that moment decryption of received
message is impossible.

2.1 From chaotic maps to stream encryption scheme

Chaotic maps are primarily characterized by an exponential sensitivity to small
perturbations causing iterates of such maps to seem random and long-time
unpredictable. Their sensitivity to initial conditions and their spreading out of
trajectories over the whole interval seems to be a model for the classic Shannon
requirements of confusion and diffusion (A.J. Menezes, et al. [4]).

If the set of chaotic systems is restricted to systems whose output coincides with
the whole phase space / (see section 1), then we are working with a subset that
takes the name of ergodic systems. The ergodicity implies the state space cannot
be nontrivially divided into several parts. Therefore if some trajectory starts from
any point then it never localises in a smaller region (Z. Kotulski, et al. [6]). It
means the plain-text space that can correspond to a given cipher cannot be
restricted to a "smaller" subspace. Thus, for the ciphertext the corresponding
plaintext (during brute attack) must be searched for over all the state space.
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At a higher level of the hierarchy there exists another class of chaotic systems with
a new property called mixing property. This name refers to the particular
characteristic that some ergodic systems show to have. Exploiting a simple
comparison to clear the idea, it can be said that a system is mixing when it spreads
out into ever finer fibres until it covers the entire phase space such as a drop of ink
spreads out chaotically in water (cf. L. Cappelletti [5]). This behaviour is due to
the fact that trajectories diverge from each other exponentially fast.

2.2 A new stream encryption scheme based on permuted
chaotic equations (PCE scheme)

First step in a block encryption algorithm design is to choose a chaotic map.
Choosing maps for encryption algorithms is not an easy task and one should
consider only maps with following properties: mixing property, robust chaos and
large parameter set (L. Kocarev, G. Jakimoski [7], cf. e.g. T.L. Carrol, L.M.
Pecora [9]). Such properties ensure, among other things, that if one were to choose
an initial condition x0 at random in the domain / of F or G, then the probability
that x0 lies on a periodic point of the map is zero (E. Ott [8], see also S.
Papadimitriou, et al. [2]).

In the paper mixing property of chaotic maps was achieving due to any number
(depending on guaranteed level of security) of associated together dynamical
chaotic equations (cf. (8)). This sequence of randomly ordered (premuted)
equations is defined with accuracy to their parameters, which compose the part of
whole cryptographic key. Thus the mixing is equivalent to a continuous
perturbation on a chaotic system causing the system to jump from one unstable
trajectory to another in accordance with the perturbation. To study the effect of
mixing, let us assume that these permuted equations are in the following form
(comapre S. Papadimitriou, et al. [2], T. Guoning, et al. [13]):

(8)

where e(i) means the permutation on the numbers 1 through m, fe(l) is the t(i)-th
chaotic equation (a next state function of a synchronous stream cipher as was
defined above), mod - a modulo operator, R( = U{ - L,, such that <Uh L,> is the
domain of the function/ definition. The effect of this rule is the limitation of the
evolution for each function within its predefined domain.



Information Processing and Security Systems 139

The value m defines the number of chaotic maps used in the equation (8) and the
number of scalar and vector parameters, k-, and b' (/=7, ..., m) respectively. The
nature of vector parameter bl and its dimension depends on the structure of chosen
chaotic maps. All enumerated parameters, i.e. e=(e(l), ..., e(m)), kt and bl are the
part of the cryptographic key. First of all, more important is the parameter e,
which is called below as the permutation of chaotic equations. We are sure, that
unawareness of the permutation e increases the cryptoanalysis difficulty of
proposed permuted chaotic equations (PCE) algorithm. However, we assume all
maps of permuted chaotic equations belong to well-known set of chaotic maps.

The next set of equations contains the keystream output functions that produce the
keystream zn used in encryption or decryption process:

ye(l) = z

where gs'\...) means the nth iteration of the chaotic map g(...). Parameters set

a — VA\ai depends on the set VA, which contains significantly different real

values being the mapping of all symbols from some alphabet of definition,
excluding the value ah which maps the currently encrypted plain text symbol mk.
Each value a-3eVA is set to make the map g(...) to have chaotic behaviour.

To define symbols set of an alphabet A let us assume plain messages are
composed by S different symbols a}, a2,..., (Xs and use a bijective map

fs • VA = Wai> ...,^}-> A = {ava2, ...,as} (10)

to associate the different parameter values with different alphabet symbols. All
values cij€VA (j=l, 2, ..., S) of mapping (10) are generated randomly and form
another part of the PCE scheme cryptographic key.

A keystream zn is generated in accordance with (9) and then combined with
plaintext mn to produce the ciphertext cn :

cn = ({zn + km+2) mod Rm+2 + Lm+2)® Xn (11)

where the value A^ depends on a symbol mn and is calculated according to the
following formula:

Note, that an operator © used in equations (11) and (12) means a bitwise XOR.
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2.3 Implementation

Below we present the detailed description of proposed encryption and decryption
algorithm PCE. This description is obvious for two reasons: (1) implementation
details are important for cryptoanalysts to judge whether or not there exist security
defects, and (2) the encryption speed and the implementation cost depend on such
details.

Algorithm PCE-KC: Key generation for PCE stream encryption scheme

SUMMARY: Each entity A creates a symmetric key and sends it to B
securely. Entity A should do the following:

1. Choose any integer m, being the number of chaotic equations and
define the permutation e=(e(l), ..., e(m)).

2. For j from 1 to m do the following:

2.1 Define the type of chaotic map 7) (e.g. 0 - a logistic map, 1 - a
tent map, etc.) and generate its vector parameter b1 randomly,
which should be set to make the map// to have chaotic
behaviour:

(a) its orbits was not asymptotically periodic,

(b) no Lyapunov exponent is exactly zero, and

(c) the largest Lyapunov exponent is positive.

2.2 Generate random any real number &,G R.

3. Define the type of chaotic map Tg for a keystream output function g.
Generate random parameters km+1 and k,n+2 (any real number).

4. Define the alphabet A of the language to be used such that |A| = S,
where S means the number of alphabet symbols; all symbols from
alphabet A specify the message space.

5. Choose one of control parameter of chaotic map of type Tg and fory
from 1 to S do the following:

5.1 Generate random value ajt meeting goals as discussed in the
step 2.1.

5.2 Assign value aj to the symbol ex, from an alphabet A (in
increasing order), i.e. define the map fs(aj) = cCj.

6. The symmetric key (called secret key) of both entity A and B is the
vector K=(e, (Th kh b1),..., (Tm km b'"), km+h km+2, (Tg, ah ..., as)).

EndofPCE-KG

A fundamental aspect of every cryptosystem is the key. An algorithm is as secure
as its key. The key shall belong to well-defined key space VK, i.e. such space,
which does not contain the weak and degenerated keys. From a cryptographic
point of view, the secret parameter should be sensitive enough to guarantee the so-
called avalanche property: even when the smallest change occurs for the
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parameter, the ciphertext will change dramatically (G. Alvarez, Shujun Li [12]).
The key space for PCE scheme and the PCE key generation are compliant with
Algorithm PCE-KC.

The size of the key space is the number of encryption/decryption key pairs that are
available in the cipher system and in the case of PCE scheme strongly depends on
the number of chaotic maps and symbols from alphabet A of definition.

Given a plain-message M- {m}, mi, ..., mr) (nijeA), chaotic maps/},/2 , ...,/m, g
with different control parameters, the function fs as in the equation (10) and a
cryptographic key K, the proposed encryption and decryption schemes have the
form of Algorithm PCE-ENC and Algorithm PCE-DEC, respectively (written
in C pseudocode).

Algorithm PCE-Enc: PCE symmetric key K encryption

INPUT: secret cryptographic key K, a plaintext M that contains r symbols.
SUMMARY: entity A encrypts a plaintext M for B, which B decrypts. Entity
A should do the following:

1. Generate random real number RNDe R.

2. Calculate the initialisation value IV and set the initial state of the first
equation from the set of permuted chaotic equations

IV = RND 0 kx

zo=ye
o
(l) ={RND + kl) mod Re(l) + Le(l)

3. Do the following calculation:

alpha

for (n=0; n<r; n++) {

for (i=l; i<=
(i) ,e(i)\m + e( i

if (i < m)

// n-th message symbols being encrypted

// and mapped to i-th value of a

) mod R^ + L^t
k = 0;

for (j=0; j<S; j

if (i == j) {

alpha = alpha
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2)mod Rm+2 + Lm+2)@alpha;

4. Send the initialisation value IV and the ciphertext C = (cj, c2, .... cr) to B.

EndofPCE-Enc

Algorithm PCE-Dec: PCE symmetric key K decryption

INPUT: secret cryptographic key K, an initialisation value IV and the
ciphertext C that contains r symbols
SUMMARY: Entity B decrypts a ciphertext C from entity A. To recover
plaintext M from C, entity B should do the following:

1. Set the initial state of the first equation from the set of permuted chaotic
equations:

Zo = Jo*" = ( ' V e * , + * , ) mod fl.m+L.,,,

2. Do the following calculation:

alpha ( 2 J ©

for (n=0; n<r; n++) {

for (i=l; i<=m;i++) {

ve(i)_f Led) fred
Jn+\ ~Je(i)\yn }U

i f (i < m)

at = cn 0 {(zH + km+2) mod Rm+2 + Lm+2) © alpha ;

/ / i-th value of the parameter a, fs(ai) =

k = 0;

for (j=0; j<S; j++) {

if (i == j) {

zn+k =g{zn+k-va{aj));

3. The recovered message M has the form M = (m/, m2, ..., mr).

End of PCE-Dec



Information Processing and Security Systems 143

The notation Zn+k = g{zn+k_.va(aj)) used in Algorithm PCE-Enc and

Algorithm PCE-Dec means the making one iteration of the chaotic function g for
some set of control parameters and where one of them (i.e. a parameter ap) maps
all symbols from the alphabet A. Above recurrence equation is not iterated for this
value of parameter ajt which corresponds to the currently encrypted or decrypted
symbol of the alphabet A. The ranges (Rh Li) for / =7, .., m+1 should be chosen in
such way, that ones define the domain of the functions / and g; the range (Rm+2,
Lm+2) can be selected in any way.

3 Experiments

Below we assume, that in PCE stream encryption scheme the set of chaotic maps
contains one element only: a logistic function. It means, that all functions/},/^ ...,
fm and g are the same logistic functions with accuracy to control parameters,
respectively b], b2, ..., bm and a. The parameter a is a vector, which dimension
dim(tf) = S is equal to the number of the number of elements in the alphabet A,
called the cardinality of A.

Assuming m-2, the computational experiments have been done for two different
sets of ASCII character sequences. In the first round of tests, the sequences
consisted of each with randomly generated ASCII big letters repeated many times
(RandomData). In the second round of tests, we used as plain text sequences of
Polish prose of equal length {RegularData).

Figure 1 Frequency distributions of the keystream zn for RandomData and RegularData

Some results of experiments are shown on Figure 1 and Figure 2. They present the
cryptographic properties of the keystream zn used in encryption or decryption
process. These properties confirm good mixing property of proposed system and
means that the sequence of iterative permuted chaotic equations makes the
generated sequence appear as random to the intruder.
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Particularly this is illustrated on Figure 2, where instead of the attractors (typical
for logistic functions) we have a space filling noise like pattern in the phase space.
Furthermore, the keystream zn

 a n d the plaintext seem to be statistically
independent, although the generation of keystream value depends on currently
encrypted or decrypted plaintext (see equation (9)). Thus we can conclude, that
proposed PCE algorithm fulfils the classic Shannon's requirements of confusion
and diffusion which should be added to ciphertext and we can say that encrypted
information is masked by the cipher well, because it is not possible to identify any
specific trend in the cipher corresponding to the distribution in the plain text.

WSliS^mm

Figure 2 The attractors of the keystream zn for RandomData and RegularData

3.1 Exhaustive key search attack

The straightforward attack on any cipher is the exhaustive key search attack.
Except for the computational intensity, this is as simple as trying all the possible
keys of the cipher scheme.

Generally, in the PCE scheme each key K(m) = (m, (7/, /:/, b1), ..., (Tm, km, bm),
km+j, km+2, (Tg, aj, ..., as)) belongs to non-linear key space VKi which dimension
depends, among other things, on the number m of chaotic equations and their
types. It is evident, that exhaustive key search attack needs in the worst-case
searching of all possible key values, i.e. K(l), ..., K(m).

Assume that the scalar values of k{ (i=l, ..., m+2), ti (j=l, ..., m) and apt (t=l, ...,
S) have, respectively, up to |/c,|, \tf\ and \a\ significant bits1. Thus for exhaustive
key search attack, the hacker requires a following maximum attempts to break the
key K:

We say that a bit is significant if the system has a different evolution when the bit
flips its value.
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= y m V
y Total Z J / = 1

(13)

Assuming that \kj\ = \t/\ = \aj\ = 16 bits, Tab.l contains (as a function of some value
m) the evaluation of worst-case complexity of an exhaustive key search attack for
PCE scheme.

O(Ntotal)

Number of chaotic equations - m

1

O(2480)

2

O(2512)

3

O(2544)

4

O(2576)

Tab. 1. Algorithm PCE - stream encryption scheme

The PCE algorithm with a running time O(..) as is shown in Table 1 is called the
exponential-time algorithm and is strongly resistant against the exhaustive key
search attack. Note, that due to special method used for the coefficient /^ counting
(see equation (12)) it is not possible to estimate the values at (t=l, ..., S)
successively: these values must be estimated simultaneously.

3.2 More complex crypotanalysis

It is possible to differentiate between different levels of attacks on cryptosystems
(see G. Alvarez, et al. [12]). Below, we give some theoretical results with goal to
verify the PCE resistance on the known-plaintext and chosen-plaintext attacks.

Assume an opponent is able to construct a chosen plain text attack. Because of
used construction technique, the PCE encryption algorithm needs only the symbol
ra, of a plaintext M that belongs to well-defined symbols of some alphabet A. It
means that an opponent may not free choose an input plaintext (e.g. as any
sequence of 0 bits). However, the opponent can try to construct, for example, the
plaintext that contains the same multiple repeated symbol OC\EA (the symbol that is
reversed mapping of a control parameter, i.e. (% =fls(aj)).

Under these assumptions, in a chosen plain text attack scenario we request the
ciphertext of the following plain text: M = m0 m} m2 ... = cc, (Xj Oj Oj Oj.... Then
encrypted symbol for the first symbol m0 has form (cf. equations (11) and (12)):

mod R
(14)

= Cn

Based on equation (14) we may try to guess the value XQ. For each symbol
(i=l, .., S) it requires the following number of operations:

"a, - (15)
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From (15) it follows that for a single symbol OJEA exist N a possible values X

(we should note that X # X for each / **/). If we assume | Cl
0 | = const, then further

encryption of the same symbol will not change this estimation significantly. For
any plaintext containing N different alphabet symbols decryption of the ciphertext

N* c'
may require NM = 2 operations, what for large N means that this attack is

more difficult to realize than an exhaustive key search attack.

Encryption of two different, multiple repeated alphabet symbols, i.e. a plaintext of
the form M = mo m} m2 ... = (% (% ot\ ty ..., gives two first encrypted symbols as
following:

4 = (izo + km+2) mod Rm+2+Lm+2)®X = Q •
(ID)

c{ = ((z1 + km+2) mod Rm+2 + Lm+2 )®/lj = C[ 0 A/

Hence, and from the equation (12), we obtain:

4 © c( = q © i; © c; © # = ((z0+km+2) woj i?m+2 )©

An attempt to recover the template for any pair of two different symbols requires
the following number of operations:

In the case of any plaintext M a chosen pair symbols attack does not decrease the

general number of required trails (i.e. Af̂  = 2 " ()'+' °' ), but can allow to

estimate probability of guessing the bitwise exclusive-OR value (api 0 apj),

corresponding to the pair of symbols (a;, ty):

Prob{api®apj)=-±j- (19)

Obviously, the probability of guessing the exact values (aph aPJ) is significantly
smaller (on the level of the exhaustive key search attack).

Now let us assume that an opponent has possibility to construct a chosen cipher
text attack. Hence he can choose a cipher text string C = c0 cj c2 ... and construct
the corresponding plain text string M = mo mj .... This design rests on matching
symbol cXjeA of the same encrypted value as the ciphertext c,. Complexity of this
attack increases together with the ciphertext length. If this length is equal N, then
attack complexity is O(SN), what makes this attack inefficient for sufficiently large
TV ( even if S is relatively small).
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Construction of two other attacks, i.e. a cipher text only attack and known plain
text attack is more difficult. However, initial estimations show that it complexity
is on the level of estimation for exhaustive key search attack (see Table 1).

4 Conclusions and further works

In this paper we present a new encryption scheme (PCE) that are based on the idea
of permuted chaotic equations. With these equations the plain text strings are
mixed and chaotically modulated. The system is easy to implement but the
encryption and decryption processes of a message need synchronization.

The PCE scheme appears to be resistant to exhaustive key search and classical
attacks on cryptosystems. Furthermore, attacks presented in this paper do not
allow to identify whole mapping fs(aplj = <%. That is why we believe our PCE
scheme is practically one-time pad cryptosystem if its secret key can be well
procected and the encryption time is much shorter than the period of computer
realization of chaos.

There are some open problems that we believe are of importance for the future
research of our PCE scheme. First, a further step of work would be now to
perform a more complete cryptanalytic study to test cipher security, and to relate
the performances of the system both to the types of chaos used and to the number
of the chaotic equations applied to generate the keystream sequences. The PCE
algorithm resistance against error function attack (EFA), when the intruder may
try to extract the secret key and then unmask all future plaintext, requires more
detailed analysis. Since EFA utilizes all information available for the legal
receiver except the secret key only, it can be regarded as a very effective attack
(see T. Guoning, et al. [13]).

All calculations of currently implemented algorithm are based on floating point
arithmetic. In next versions we are going to either use discretized form of chaotic
equations or realize some calculations in the domain of integers, like a keystream
or a ciphertext generation. In last case the calculation in the domain of integers
should effectively enhance the robustness of the communication against the round-
off errors of both sender and recipient computers.

Proposed stream encryption scheme can also affect the features of block cipher
with cryptographic block chaining. This modification should improve definitely
the encryption speed of this new cryptoscheme.

Also, we intend to study other maps and their discretized forms. The main of this
future effort is establishing a connection between discretized chaotic systems and
encryption schemes.
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Abstract:
The article discusses issues related to security policies which can emerge in the
process of generating qualified certificates. There is presented a system enabling
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1 Keys obtaining conditions for asymmetric
cryptographic systems
Electronic signature act [1] determines legal effects of its application, principles of
rendering certification services, conditions of use of electronic signature, and
principles of supervising the certification service providers. A certificate will be
called an electronic certificate containing, among others, the public key of the
person or body applying for the certificate, which can be used for verification of
the person or body signing a given document. It is assumed that to provide such
services it is not required to possess licence for rendering them, with a restriction,
that such bodies cannot issue qualified certificates. Qualified certificates are
issued by a qualified certification authority, which fulfil all the requirements of the
electronic signature act, and they are also entered in the register of qualified
certification service providers. Possessing a qualified certificate one can place a
safe electronic signature, and the digital data signed with a safe electronic
signature hold the same importance as to the legal consequences as documents
provided with a hand-written signature.
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The person or body applying for qualified certificate is obliged to provide the
certification authority with documents testifying to its identity in person or
through a legal representative. In the case of false information contained in the
certificate, the certification authority is not deemed responsible for eventual losses
or damages connected with these data. Currently the persons or bodies interested
in acquisition of a qualified certificate are forced to appear in person (or through a
legal representative) in the place stipulated by the certification authority to apply
for a certificate, with prior confirmation of their identity on the basis of the
supplied documents. Those obstacles greatly restrict the process of
implementation of electronic documentation circulation technology.

There is a group of people in the society (a small one yet existing), a criminal
group, for whom obtaining identity documents at any name and of any personal
information is of no problem. The practice indicates that spotting forgery in such
documents is very difficult, and sometimes, for a non-expert, utterly impossible; it
is easy to imagine a situation when such persons in PKI infrastructure could
function as any citizen, providing that the "real" one does not have their classified
certificates yet. What happen if the "forged" certificate and the proper one are
issued by two different certification authorities? This "collision" can appear at the
moment when the person whose identity has been used by the "intruder" and the
intruder would want to obtain certificates from the same certification authority. In
such a case the person applying at later time will be notified that the certificate has
already been provided to them. For the certification authority both clients, the one
who has already been issued with a certificate and the one just applying for it, are
equally credible, one them being false. How to distinguish between them? Most
probably the real one will try and clear up the matter to the end; and the other, the
false one, will never show up again and will not try and prove their truthfulness.
There can be presented more scenarios with a similar end result.

How serious a problem authentication of a user (client) [6] is could be shown in
the wording of the confidential information act [2] declaring that when verifying
personal identity information in the process of security certification there is
required that the person applying for such certification should provide three
persons who could confirm the applicant's identity.

Considering the above one can state that possession of certain documents does not
necessarily mean that the person who produced them is the person whose data are
in the documents. This means that presently having a qualified certificate and
using it does not have to testify to the correspondence of identity provided by the
certificate with the actual identity of the certificate holder. Such a state allows to
declare that in a critical situation application for a certificate in an appointed place
by an intruder using forged documents could be compared to application for a
certificate by phone: it is equally risky, the price being the only difference. The
main problem for a client using qualified certificate is obtaining a safe, not
discredited private key, for which there has been generated a public key placed in
the certificate together with other data.
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This shows that there is an urgent need to develop a system in which the
certification authorities could generate, for example, "a temporary qualified
certificate" requiring confirmation by other authorised institutions that the
applicant who already possesses a private key and "temporary qualified
certificate" is indeed that one it claims to be.

The electronic signature act [1] reads that "the certificate issued by a certification
authority not having its seat in the Republic of Poland and not providing services
on its territory is held equal in law with qualified certificates issued by a qualified
body providing certification services having its seat or providing its services on
the territory of the Republic of Poland," should certain conditions be fulfilled. For
many potential users of safe information exchange that would like to use PKI
infrastructure to appear in person in the seat of the body providing qualified
certification services, having its seat in Poland or abroad, should not constitute a
problem. Majority of such users, despite many obstacles, will be forced to comply
with that, whereas some part of the society, due to certain difficulties, will give up
communicating in this way altogether.

On the occasion of a common access to PKI infrastructure it would be possible to
greatly simplify, and thus decrease costs of many undertakings, which in some
way paralyse functioning of a state: for example carrying out various elections,
referenda and polls or replacing electronic documents [3].

A client applying for a qualified certificate is forced to trust in honesty of the
certification authority (it is obliged to that by the act), on the other hand there are
known incidences were the authorities obliged to confidentiality do not satisfy
those obligations. Considering the above a client can proceed according to the
principle of "limited trust." Then how and from where one can obtain keys for
asymmetric cryptographic systems?

There are known studies of generating qualified keys for asymmetric
cryptographic systems at a client's [4] as well as at a qualified certification service
provider's [5]. In the case of generating keys at the client's the system ensures that
the keys generated in this way can be recognised by a qualified certification
service provider as qualified keys generated at its site.

Below there is presented a way of safe data transmission necessary to generation
of certificates on the server and keys for asymmetric cryptographic systems, with
employment of electronic information transmission media. The system does not
require appearance in person at the certification services provider's [5] to place an
application for a qualified certificate.
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2 Generation of keys to asymmetric cryptographic
systems

As a result of cryptographic hash function on a given file one can obtain a unique
sequence, which will be called a file-hash value. The sequence is characterised by
that that being in its possession we are unable to determine the file to which the
hash value was assigned. The value was used for generation of keys in symmetric
cryptographic system during generation of electronic documents [3].

In the below-presented algorithm, a client sends e-mails an application to
certification services provider (called also server) for generation of qualified
certificate and private key. Responding to the application server sends a special
form to the client for filling-up. The data entered in the form's fields are later
placed in the certificate by certification services provider.

In the form received from the server the client, after filling up all the obligatory
data fields D, enters into a special field a random sequence of characters X in
which there must be placed characters required in correctly created cryptographic
keys. This produces file A being data file D extended with a random sequence X.

A = D\\X.

A client does not have to remember the random sequence X, as the data from this
field are not used for generation of the certificate. The field with the random
sequence X is used to prevent an intruder from determination of the hash value of
the data sent by a client. This means that if an intruder knows the data D contained
in a form (this being possible), the random sequence of characters X prevents
determination of hash value of the filled-up file #A.

Figure 1 shows a diagram of document generation, which will be sent to
certification services provider (server).

At the moment of engaging in sending the data, a client enters random data ID
(this also does not have to be remembered), which are accumulated in adder with
the file hash value #A

K = #A © ID.

Parameter K is used as an encoding key of symmetrical cryptographic system.

Filled-up form, called data file A (data and sequence of random characters), is
expanded with client's identification number ID

M = A\\ID

then the expanded file M is encoded in symmetric cryptographic
system with key K, being the same of file hash value #A and client's
identification number ID
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(#A 0 ID){A\\ID}.

Encoded expended file C and encoded key L is sent to server, where it is divided
into two parts (Fig. 2).

ID
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f-hash
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Memory K

Memory ID
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Server pubic key Es

r

BufFer expending
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r

• Encipher

•

<

Memoiy #14

r
Encrypted message

Encrypted key K

Y
J *

Fig. 1. Algorithm of client's certificate application generation

Encoding key of symmetric cryptographic system is encoded with open server key

L = ES(K)

and is added to encoded expanded file M.

Expanded file M is decoded in encoder of symmetric cryptographic system with a
key being a decoded total of values of hash #A and client's ID - previously
encoded by a client with open key of server Es - with secret key of server Ds.

K = D, (L) = D, (ES(K)) = #A © ID.

From the decoded expanded file M client's ID is separated in a separating buffer,
then the ID is sent to adder in which it is accumulated with key K of symmetric
cryptographic system being a sum of file hash value #A and client's identification
number ID. The sum of client's identification number ID and key K of symmetric
cryptographic system

is compared with the value of decoded file hash #A If values of the quantities are
identical, G = #A, it is assumed that file hash value #A defined by the client is
identical with the file hash value #A decoded by server. On that basis server, after
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separation of data D from file A, generates a certificate and its public key Ek and
private key Dk.

Encrypted message M

Encrypted key K

\

^M Private server key D}

Meinoiy ID

Generator key of asymmetric
cryptographic system

Encipher pi—

I Private saver key A p

Fig. 2. Generation of certificate and client's private key on a server side

If G = #A, then client's private key is encoded in symmetric cryptographic system
with key G being a sum of client's ID value and key K of symmetric

cryptographic system G - KB ID

ZK=G(Dk).

Value of client's encoded private key hash #ZK - encoded in symmetric
cryptographic system with key K being a sum of file hash value #4 and client's
identification number ID, and then encoded in asymmetric cryptographic system
with secret server key D - is added to client's encoded private key WLK.
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Encoded client's private key ZK with the added encoded hash value #ZK server
sends to the client.

ID

K

Encrypted private client key Dk

Encrypted shortcut value #ZA"

r

Public server key Es

•\r

Encipher

I

i

Encipher

KEY

f-hash

Comparator

r i r

Encipher

Buffer private client key Dk

Public server key £s

Private client key Dk

Fig. 3. Obtaining of private key

Client's private key Dk is encoded in symmetric cryptographic system to which
key KEY is entered by the client.

Hash value - encoded by server in symmetric cryptographic system - of client's
encoded private key #ZK, whose key is the sum of encoded file's hash &4 and
client's identification number ID, and in asymmetric cryptographic system with
private key of server Ds,

U = DS(K(#ZK))

client decodes in asymmetric cryptographic system with public key of server Es

and then in symmetric cryptographic system with key K
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The encoded private key ZK received by client and extended with encoded hash
value of encoded private key U is divided into two parts (Fig.3).

Encoded client's private key ZK = G (Dk) is decoded in encoder of symmetric
cryptographic system, to which the key is obtained from memory #A

T=#A(G(Dk))

and if #A = G it is assumed that T= Dk.

For client's private key encoded in symmetric cryptographic system, there is
defined value of encoded client's private key #ZAT, the value of which is compared
in comparator with value H being hash value of client's private key #ZK encoded
by server after performance of decoding.

If H = #ZK then client's private key, received by the client, is identical with the
private key sent by server.

Client, after receiving their private key Dk t sends identifier ID having been
encoded in asymmetric cryptographic system with server public key Es, and then
their own private key Dk

R = Dk(Es(ID)).

Server, having received client's identifier ID encoded in asymmetric
cryptographic system, decodes it, first with public key Ekt> then with its own
private key Ds (Fig. 4).

ID

Public client key Ek

Private server key Es Comparator

Fig. 4. Client's confirmation of reception of private key

If after decoding identifier ID obtained from the client is identical with the ID
memorised by server and obtained from the separating buffer as a result of its
separation from expanded file M, it is assumed then that client's private key has
been delivered to the user who placed an application for the certificate. Server
places the certificate with client's public key in commonly accessible database.
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3 Conclusion
Presented above way of distribution of keys for asymmetric cryptographic system
ensures safety of their distribution provided that the applying person or body is
reliable and the data provided for this purpose are true. In the case of fraudulent
purposes of the applying person or body, the above presented way of certificates
distribution is not effective, although if there would be a system developed
requiring confirmation of the applicant's identity this could prove satisfactory.

The analysis of the presented system as to its safety and preservation of
confidentiality of the transmitted private key has been proved safe and reliable.
This means that a person or body applying for qualified certificate would obtain it
with adherence to all the rules required on this occasion. A different matter is
whether the data reflected in the certificate are real data of the person of body
applying for the certificate. The problem can cause many troubles to PKI service
providers, especially to those PKI service providers distributing keys for
asymmetric cryptographic systems. In the case of authorities providing qualified
certification services, certificate issuance will be connected with increase of
certain costs, connected for example with insurance of the key, etc. This aspect
can present some sort of limitation in abuse of PKI due to use of false identity.
Presently there are quite a few PKI service providers not charging fees for such
services. Here we can see a great number of applications, many of them aiming at
hindering the process of obtaining keys for asymmetric cryptographic systems, but
only hindering.

The proposed system is simple and does not require that the applying person or
body should possess knowledge in the area of system safety. Preparation of an
application does not require that the person or body should remember any
passwords or keys.

An idea of issuance of "temporary certificates" seems essential in this article.
There should be developed a suitable protocol of actions, and also be determined
who could authorise such certificates.

In the presented above way of distribution of keys, after introduction of client
identification mechanisms, there exists a possibility of provision of certificates by
foreign centres of qualified certification services. Here the crucial problem lies in
searching for such certificates.
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1 Introduction
The increasing prominence of portable systems and the need to limit power

consumption (and hence, heat dissipation) in very-high density VLSI (Very Large
Scale of Integration) chips have led to rapid and innovative developments in low-
power design during the recent years. The driving forces behind these developments
are portable applications requiring low power dissipation, such as notebook
computers, portable communication devices and personal digital assistants. In most
of these cases, the requirements of low power consumption must be met along with
demanding goals of high chip density. Hence, low-power design of digital circuits
has emerged as a very active and developing field of CMOS design.

With the ever increasing complexity and density of today's VLSI circuits
that makes external testing more and more difficult, BIST (Built-in Self-testing) has
emerged as a promising solution to the VLSI testing problems. BIST needs Test
Pattern Generators on-chip. They can be classified in two families: scan-based TPG
(test-per-scan technique) and at-clock speed TPG (test-per-clock technique). The
main goal of scan based TPGs is loading serially vector tests into scan chains.
Usually, the TPG is an LFSR. At-clock speed TPGs do not need serial loading since
they provide test patterns directly at the inputs of each Circuit Under Test (CUT).
Several approaches of low power BIST have been proposed. In [1], the author
presents a test scheduling approach that takes into consideration the power
consumption. For general BIST structure a new test pattern generator is proposed
[2] to reduce the circuit inputs activity without affecting test efficiency, thus
reducing power consumption. As have been shown in previous publications [3] more
commonly used self-test technique is 'test-per-scan'.
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The approaches presented above address the detection of stuck-at faults.
But to assure high quality parts it should be performed to find delay and stuck-open
faults. Testing for these models generally requires a two-pattern test. The first
pattern sensitize a path in the login and the second pattern stimulates any delay
fault [4], Because of the dependencies between flip-flops, applying two-pattern tests
to sequential logic is more complicated that applying the single pattern tests
necessary for detecting single-stuck faults. Two delay faults models are proposed in
the literature. The gate fault model considers a single failure at a faulty gate [5]
while the path delay fault models considers that the failure caused by process
variations is distributed over a path [6]. Similar to stuck-at faults, the simplest
approach to detect delay faults is an exhaustive two-pattern test. For an n-
input CUT (Circuit Under Test), TPGs must run through all the 2nx(2"-l) different
possible pairs of patterns. For example approach presented in [7] requires only
nx(2"-l) pairs of patterns. There is presented a method based on switching
of a single bit in the test pair which allows to prevent the prohibitive test time. The
paper presents a method of logic synthesis for low-power design for two-patterns
test sequence. There is proposed an idea of power consumption minimization by
modifying the structure of LFSR (Linear Feedback Shift Register). In this paper
some examples are included. The paper gives the answer on question: Which
primitive polynomials should be used to obtain the lowest power consumption
during generation of two-patterns test sequences.

2 low power design methodology
To reduce the power consumption the semiconductor industry has adopted

multifaceted approach, attacking the problem on four fronts [8]:
• Reducing chip and package capacitance: this can be achieved through

process development such as process scaling to sub-micron device sizes,
and advanced interconnect substrates such as Multi-Chip Modules (MCM).
This approach can be very effective, but is expensive.

• Scaling the supply voltage: this approach can be very effective in reducing
the power dissipation, but often requires new IC fabrication processing.
Supply voltage scaling also requires circuitry for low-voltage operation,
including, level-converters and DC/DC converters, as well as detailed
consideration of issues such as signal-to-noise.

• Using power management strategies: the power savings that can be
achieved by various static and dynamic power management techniques are
very application dependent, but can be significant.

• Employing better design techniques: this approach promises to be very
successful because the investment to reduce power by design is relatively
small in comparison to the another approaches.

In this paper the last approach has been investigated.

3 PSEUDORANDOM TEST PATTERN GENERATION
A linear feedback shift register (LFSR) is the heart of any digital system

that relies on pseudorandom bit sequences, with applications ranging from
cryptography to wireless communication systems. Each LFSR is described by its
characteristic polynomial which is presented below:
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(p(x)=a()+a]x+a2x
2+...+am_1x»>-1 +alflx">; am=a0=l; a,e{0,l} (1)

where a{ are the binary coefficients. When a, =1 it implies that a connection exists.
On the contrary when a{ =0 it implies that no connection exists and the
corresponding XOR gate can be replaced by a direct connection from its input to its
output, like it is shown in Fig. 1 for polynomial (p(x)=l+x+x4.

Qi Q2 Q3 Q4

Cp_

D

Clk

D

Clk

D

Clk

D

Clk

Fig, 1 Standard form of LFSR (p(x)=l+x+x

Qi» Ch> Q3, Q4 describes state sequences generated by LFSR shown in Fig. 1.
For the primitive polynomial (p(x)=l+x+x4 the state sequences of LFSR can

be described as:
Qi(k+l)=Q,(k)0Q4(k)
Q2(k+l)=Q,(k) (2)
Q3(k+l)=Q2(k)
Q4(k+l)=Q3(k)

Next table shows all possible states for LFSR presented on Fig. 1.

State
0
1
2
3
4
5
6
7

Q1Q2Q3Q4
1
1
1
1
0
1
0
1

0
1
1
1
1
0
1
0

0
0
1
1
1
1
0
1

0
0
0
1
1
1
1
0

State
8
9

10
11
12
13
14
15

Q1Q2Q3Q4
1
0
0
1
0
0
0
1

1
1
0
0
1
0
0
0

0
1
1
0
0
1
0
0

1
0
1
1
0
0
1
0

Tab. 1 State sequences for LFSR 4 degree
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Fig. 2 presents a mathematical description of LFSR, where Qm(k) are the
previous states of LFSR and Qm(k+1) are the next states.

Q(k)

G,(*)
Q2(k)

Q3(k)Q3(k

a,
1

0

0

a,
0

1

0

a, ...
0 ...

0 ...

0 ...

am-l

0

0

1

0

0

0Qm(k + l) 0 0 0 ... 1 0 Qm(k)

Fig. 2 Mathematical description of LFSR

The next states of LFSR are generated using equation (3):

Q(k + l) = VxQ(k) ( 3 )
where Q(k) is the vector of previous state. By modulo 2 multiplication Q(k) and V
matrix the next new states of LFSR are received as the vector Q(k+1).
Adequate value in matrix Q(k+1) are calculated using (4) and (5).

G, ( (4)
i=\

(5)

V = ( 6 )

Example
The matrix V for the primitive polynomial (p(x)=l+x+x4 (Fig. 1) is presented below:

1 0 0 1

1 0 0 0

0 1 0 0
0 0 1 0

This matrix allows to design the LFSR structure presented in Fig. 1.

4 POWER CONSUMPTION BY CMOS CIRCUITS
Power dissipation in CMOS circuits can be classified into static and

dynamic. As have been shown before [9], dynamic power is the dominant source of
power consumption, what is due to short circuit current charging and discharging of
load capacitance during output switching. The power consumed at node j per
switching is 1/2CJV2

 dd where Cy is the equivalent output capacitance and Vdd is the
power supply voltage. Hence, a good estimation of the energy consumed
during^ switching at nodej is l/2fjCjV2

dd. Nodes connected to more than one gate
are nodes with higher parasitic capacitance C} is assumed to be proportional
to the fan-out of the node vj [10]. The resulting expression for consumed
energy Ej at node j is E-} =0.5vfjC0V

2
d(h where Co is the minimal output load

capacitance for the case when Vj=l. According to the last expression, the estimation
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of the energy consumption at the logical level requires the calculation of the fan-out
Vj and the number of switching^ on the node j .

The product v/j is named Weighted Switching Activity (WSA)
of nodey and is used as a metric for the power consumption at the node, due to it is
the only variable part in the energy consumption expression. The WSA generated in
the circuit after application of one clock pulse can be expressed as:

WSAe^IjVjfj ( 7 )
This metrics will be used to measure the power efficiency of BIST hardware.

5 SWITCHING ACTIVITY REDUCTION METHOD
Generally to generate two-pattern test sequence with low power

consumption it is necessary to use 2*n degree primitive polynomial for /i-bits test
pattern. For example for 10-input circuit it is essential to use primitive polynomial of
20th degree.

By modifying equation (3) it is possible to obtain next N's states of LFSRs
with lower power consumption.

Q(k+N)=VNQ(k) ( 8 )
where N is a power of V matrix.

Below is presented matrix V2 (9) and modified structure (Fig. 3) of LFSR
for the polynomial (p(x)=l+x+x4 which allows to generate 2-bits test pattern.

V2 =

0

0

0
1

1

0

0

0

( 9 )

In the Fig. 3 the modified structure of LFSR is presented.
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Fig. 3 Modified structure of LFSR for polynomial (p(x)=l+x+x
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For example to generate two-test pattern sequence for 2-input sequential
circuit it is necessary to calculate matrix V2, where N=2. The example of above
sequences is presented in Fig. 4. Symbol on the left describes number of pair and
part of the pair. For example 2-1 means first part of the second pair.
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Fig. 4 Generation of all two-patterns test sequence for (p(x)=l+x+x4

There is no pair "00 00" because it is impossible to generate this state by LFSR.

6 EXPERIMENTAL RESULTS
Weighted Switching Activity for the modified structure of LFSR was

calculated for all primitive polynomials up to 20th degree. The results are shown
below. Primitive polynomials with the lowest power consumption for the modified
structure were selected. As it was noticed in [11] the primitive polynomials with the
smallest number of XOR gates have the lowest power consumption. But taking into
consideration modified structure of LFSR it is not always true what was proved by
experimental results presented in Tab. 2

Calculation showed that the smallest power consumption have the primitive
polynomials of 10th and 18th degree (Tab. 1). The way of calculation were
presented in [12]. Tab 2. showed the power reduction for LFSR's from 4 to 20
degree. Primitive polynomial of 14th degree (p(x)= l+x9+xlo+xn+x14 consumed
36,13% less power than (p(x)=l+x+x2+x4+x8+xio+xu+x13+x14. Analyzing power
consumption polynomials of 18th (p(x)= l+xu+x18 (WSA=6,5) and
(p(x)= l+x+x2+x4+x6+x7+xlo+x13+x15+x17+x18 (WSA=11,66) it was showed that it is
possible to obtain power reduction up to 79,38%. Maximal reduction of power
consumption, achieved for 20th degree, was equal 87,69%.
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Polynomials of 10th degree

1+x7+x10

1+x3+x10

1 +x+x2+x3+x4+x5+x6+x7+x10

1+x6
+x7+x9+x10

1 +x+x2+x3+x4+x5+x6+x9+x10

WSA
6.5
6.7
7.5
7.5
7.5

Polynomials of 18th degree

1+x11+x18

1+x7+x18

1+x9+x14+x17+x18

1+x+x2+x3+x4+x5+x6+x7+x8+x9+x10+x11+x18

1+x10
+x

16+x17+x18

WSA
6.5

6.61

7.5
7.5
7.5

Tab, 2 WSA of polynomials of 10-th and 18th degree with the smallest WSA
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3,84%
17,84%
13,56%
38,46%

28,8%

36,13%

47,05%

79,38%

87,69%

Tab. 3 Power reduction for LFSRs of 4-20 degree

The experimental results of WSA for modified structure of LFSR were
presented in this section.

7 Conclusion
It have been proved that by using modified structure of LFSR it is possible

to generate two-pattern test sequence with low power consumption per one new bit.
By making calculations for all primitive polynomials the polynomials with the
smallest power consumption have been obtained. Considered standard structure of
LFSR using primitive polynomials with the minimal number of XOR gates can
guarantee low power consumption. It was proved that with modified structure of
linear feedback shift register it is possible to obtain very low power consumption per
one new bit using primitive polynomials with non minimal of XOR gates.
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1 Introduction

There are a few propositions (including some in international standards) of online
certificate verification protocols. Some of them are used for complete verification,
for example: Simple Certificate Verification Protocol (SCVP) or Extended Online
Certificate Status Protocol (OCSP-X). These protocols allow for verification of all
certificates correctness criterions, for example validity or signature (including
certification path analysis). In most cases some simple protocols should be used
only for certificate status verification. The most important and well known is
Online Certificate Status Protocol (OCSP) - it could be received certificate status
information in current time using this protocol. The end user verifies all other
elements by himself. The protocol proposed in this paper is similar to OCSP but
bring in some important changes in its operation - both in front-end and back-end
parts.
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2 Bases of the OCSP protocol

The standard describing Online Certificate Status Protocol - OCSP - was defined
by IETF (RFC 2560) in 1999 and develop till now. This protocol operates on
question-answer rule - question about a certificate status cause sending an answer
signed by OCSP server (OCSP responder). This answer includes information
about certificate status: revoked, not revoked, unknown. For the correctness of this
status verification is responsible the OCSP server.

The right to issue the certificate status evidence is delegated by Certification
Authority to OCSP server. CA does it by certification of the OCSP server key,
which will be used to status answers signing. This key could be used only for this
kind of activity. By doing this CA declares trust to server - only in mentioned
extent - but not enable end user to verify this trust. The correct sign of the OCSP
server on response containing status shows only that this information wasn't
modified after leaving the OCSP server but doesn't prevent some OCSP frauds.
This situation limits the system scalability - each potential server has to be
approved by CA. Recapitulating the user has to trust server because CA does it.

The next limitation is necessity to ask question about certificate status, which was
current in the moment of the answer generating (or, because of some mechanisms
limitation, in some period of time around this moment). There is no possibility of
generating question about past status, especially for archival certificates.

All above OCSP protocol limitations are direct result of the mechanism used in
the back-end layer. The most often mechanism in use is Certificate Revocation
List CRL. There is stored information about valid certificate revocations only. The
actualization is made in some constant time intervals (it is not depend on real
revocation time). Additionally this data structure format - whole list signed by CA
- makes impossible to detach of some piece information in authenticated manner.

So we consider OCSP protocol limitation presented below:

- impossibility of using unauthorized servers (servers are some successive
points of trust apart from CA);

- impossibility of getting some information about certificate status in the
moment different from the current one;

- time of updates of revocations information is not adequate to real time of
revocations (actualization time of CRL).
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3 Certificate status

From farther point of view certificate we can describe using five parameters: (1)
ca - an identifier of Certification Authority which issued certificate (it may be a
complex ID like in OCSP - hash of CA name and its public key, (2) a - certificate
serial number, (3) ticaA - certificate issue time, (4) teca>a - certificate expiry time,
(5) trca>a - optionally certificate revocation time.

Obviously the certificate should have all remaining fields like a public key or CA
signature, but these fields does not make any influence on proposed protocol
activity and they will be omitted in this paper. Each certificate may have in a
moment tx some features from set presented below:

- NI - not issued, where: tx < tica,a \

- I - issued, where: tx > teca>a ;

- NE - not expired, where: tx < teCa,a \

- E - expired, where: tx > teca>a ;

- NR - not revoked, where: tx < trca>a ;

Additionally it is obvious that for each CA authority and a certificate serial
number there must be fulfilled two basic conditions:

- \/ca,a :ticaa <tecaa- certificate expiry (tecaya moment) has to be

preceded by issue of certificate i$ica,a moment);

\/ca, a : ticaa < trcaa < tecaa - certificate revocation (trca>a moment)

may (but not need to) occur only in a period from issue to expiry.

Taking it under consideration certificate may in one of the below state:

- {NI,NE,NR} - not issued (and obviously not expired and not revoked
too);

- {I,NE,NR} - issued, not expired, not revoked;

- {I,NE,R} - issued, not expired, revoked;

- {I,E,NR} - issued, expired, not revoked;

- {I,E,R} - issued, expired, revoked.

For the verifier one an only correct state is {I, NE, NR}, each other disqualify
certificate usage. This situation is presented on the Fig. 1 in a form of a graph.
Three upper axes symbolize time flow related to issue, expiry and revocation
events. Lower axes present two possible scenarios of certificate life, dependent on
revocation occurrence.
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If the end user/verifier collects certificate which state he want to define, he is able
to check certificate issue and expiry times by himself. In situation like this the
verifier is able to decide for any moment tx if the certificate was issued or expired
(tica,a < tx < tecaya). He is interested in server answer concerning only possible
revocation, so for a tx moment he could get an answer {I,NE,NR} or {I,NE,R}.

4 NI

^ NE
^ NR

{NI,NE,NR} ti {I,NE,NR}

tr
® m

{I,NE,NR}
^^^^^

te

tem {I,E,NR}

/
E
R fc

Fig. 1. Status changes during certificate lifetime

There is possibility that the verifier doesn't have demanded certificate but only
signed message. We could assume that signature format allows to get certificate
issuer and certificate serial number for certificate associated with key used for this
signature. The verifier doesn't know either certificate issue time or expiry time -
that is why when he asks about certificate state in a tx moment, the server answer
may be on of following: {NI,NE,NR}, {I,NE,NR}, {I,NE,R}, {I,E,NR} or

4 Protocol proposal

4.1 General scheme

In this scheme it was assumed existence of many independent Certification
Authorities. They are publishing certificates and revocation information in
common accessible directories. These directories do not need to be connected with
particular CA and further on CA do not need to limit publishing to one particular
directory. CA publishes authentication data with help of Trusted Publisher TP
(similarly to directory, publisher is not associated with one and only CA).
Unauthorized status servers USS have free access to data stored in directories and
on that basis they can construct trusted answers to queries about particular
certificate status. On the other side end user R ask question about certificate status
to local certificate server. His server is responsible for local management of
certificates and revocation information and for communication with directories



Information Processing and Security Systems 171

and status servers. Following symbols for protocol sides will be used in the further
part of a note:

CA - Certification Authority, generally trusted agent responsible for issue and
revocation of certificates and directories updates.

D - directory, database consisting of certificates and revocation information (in a
form of linked authenticated dictionaries). There are stored data actual and
archival as well. The directory does not need to be associated with particular CA
in one-to-one relation. In one directory could be placed some information from
many different CA and one CA may publish in many directories.

TP - Trusted Publisher, an agent responsible for publication of some verification
information;

USS - Unauthorized Status Server, server of online certificate status verification
service. It accepts requests from LCS and on the basis of the data taken form
directories it generates the answers. Revocation information is stored in directories
in authenticated dictionaries, so each answer is authenticated a priori by particular
CA. USS need not be trusted.

LCS - Local Certificate Server, service in R requestor system, responsible for
local certificate management and its correctness verification. It could be a
standalone server for few requestors or only service for one particular requester in
his local machine.

R - Requestor, a person or a program demanding certificate status information in a
one particular moment.

On the Fig. 2 is presented exemplary dependence network in described scheme.

certification authorities

Rl R l R2 R3

Fig. 2. Example of dependencies between protocol sides

4.2 Back-end

In all certificate status verification protocols it could be distinguished two layers.
Higher one, so called front-end, defines successive protocol steps, format of sent
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data etc. Lower one, back-end, is a set of all mechanisms, structures and functions
allowing protocol operation. For example OCSP protocol is actually only front-
end. For correct working it needs back-end - usually Certificate Revocation List
are used for it. It's obvious that used back-end solutions affect front-end
functionality.

Back-end of a proposed protocol is based on linked authenticated dictionaries.
This solution was presented in earlier note [3]. Authenticated dictionary is a
dictionary, which response to Search command not only with found I not found
information, but also adds proof of authenticity of this information. There's a new
element in a scheme with authenticated dictionary - untrusted mediator placed
between the trusted data holder and the requestor. The trusted data holder
shouldn't serve requestors Search queries directly - it's responsible only for data
structure updates. The holder distributes updated authenticated dictionary (or the
authenticated update package) among mediators. The holder generates the
authenticity proof after each update and it's the integral part of the authenticated
dictionary.

Dictionaries linking allow trusted storage of archival information and prevent
frauds based on revocation order changing.

4.3 Front-end

Proposed protocol is shown on Fig.3. Each step is presented as an arrow, which
points out a data flow direction and it is indicated by step number. Steps number 2
and 3 are optional and they are drawn with dash-line.

D USS

©:::->;..._

LCS

<D

R

Fig. 3. Proposed protocol scheme.

Successive steps of a protocol are described below:

1) Requestor R sends question to his local certificate server LCS. This question
refers to status of certificate issued by ca authority with serial number a. Status
should be determined for tx moment. If LCS has got this certificate in his
resources the next step is 4. In other case next step is 2.



Information Processing and Security Systems 173

R - » L C S : {ca, a, tx)

2) LCS hasn't got requested certificate in his local resources and sends request for
this certificate to directory D (authority ca, serial numbers).

L C S - ^ D : {ca,a}

3) Requested certificate Cca>a (authority ca, serial number a) is looked for in
directory D and sent back to LCS.

D -> LCS : Cca<a

4) LCS server takes issue time ticaya and expiry time tecafQ from certificate Cca>a. If
tx < tica,a then LCS sets variable status ={NI,NE,NR} and the next step is 8. In
other case LCS sends a request for certificate status to unauthorized status server.
This request refers to status of certificate issued by ca authority with serial number
a and expiry time tecata.

LCS-* USS : {ca, a, tecaj

5) USS server has got up-to-date linked authenticated dictionaries of ca authority.
Dictionaries were received from D directory. Opening time of j round in ca
authority is signed as tcaj.i. The requested certificate is archival if teCtttU < tcaj.j.
USS looks for such a closing time tca>r, that tca,r.i <tecaya<tcajr. Archival dictionary
PADca>r with tca}r closing time is searched with key a. Certificate is up-to-date if
teCa,a > tcaj.i. In such a case, USS searches with key a archival dictionary PADcaj.!
and temporary dictionary TADcaj. The response consists of fields anscaa i prcayU.
Both fields format depends on types of used dictionaries. In the case when the
certificate revocation information was found the filed anscaa should contain at
least REVcaa={a, teca,a, trcaia, r, s, c}=REVcar)SC, where: trca,a is a revocation time, r
is a round, when revocation happened, s subround of this round and c number of
revocation in this subround. The field prca>a contains an unambiguous proof of
searched element presence or absence in analyzed dictionary. Proof may be treated
as trusted only in cooperation with additional information published by TP.

USS -* LCS: {ansca>a, prCUia}

6) LCS requests published intermediated proof, prepared for ca authority, for r
round, s subround - IPca,r,s' The same proof may be taken from any other trusted
place.

L C S - ^ T P : {ca, r, s}

7) Publisher sends requested proof to answer:

TP -> LCS : IPca,r,s

8) On the base of received proofs LCS verifies authenticity of data and it formats
answer state. Possible answers are: {I,NE,NR}, {I,E,NR}, {I,NE,R} and {I,E,R}.
Answer {NI,NE,NR} is prepared in step 4 if necessary.
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LCS -* R : state

5 Summary

Proposal presented above help us to eliminate described OCSP protocol
limitations, i.e. there's a possibility of an unauthorized status servers usage
(certification authority needn't control servers) and generation of dependent on
time status requests (different from current time). Back-end structure, which is a
foundation of whole protocol, let us increase frequency of revocation information
updates.

The choice of optimal structures for TAD and PAD dictionaries implementation is
our current goal. Not only efficiency, but also protocol formal description depends
mainly on this choice.
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Abstract: This paper presents an original concept of micropayment schemes which
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1 Introduction

Micropayments (defined as electronic transactions transferring very small sums of
money) are very attractive from the privacy's perspective. In this paper we
propose two new micropayment schemes (MINX - Micropayments with Secure
Network Exchange) based on different cryptographic primitives (an one-way
function and a cryptographically secure pseudorandom bit generator). They
provide both the user and the vendor with reasonably fast and secure protocol for
micropayments. The main idea of the proposed schemes is the ability to perform
cryptographic key distribution with the micropayment process. Other advantages
of the presented system include an immediate double spending detection, effective
forgery prevention and confidentiality of transactions. Some of those unique
properties were made possible by merging the role of a service provider (a vendor)
and a broker (a guarantor of a payment) into one: an operator. This situation is
typical in the telecommunications environment.
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2 Related Work

The most important and known micropayment schemes are Pay Word and
Micromint proposed by Ronald L. Rivest and Adi Shamir in 1996 [14]. Both
schemes are based on Trusted Third Party (TTP) named broker and need Public
Key Infrastructure (PKI) in order to work properly [10]. In the first one, PayWord,
an user utilizes a cryptographic one-way function to produce a sequence of coins.
A payment is granted by the broker. Once a day vendors contact brokers and
vendors' money gets transferred. The second scheme is based on a different idea -
it also uses the one-way function as a method of producing coins, but the coins
come from a broker and then are distributed to users. This special method makes
forging coins much more difficult than producing real ones by a broker. This
concept is based on the birthday-paradox for one-way functions [10]. Another
micropayment scheme was proposed by Torben P. Pedersen and was named the
CAFE project ([12], [1]). It is also based on the one-way function and it is very
similar to the schemes proposed by Shamir and Rivest, but it was developed
independently. The CAFE system is a part of the ESPIRIT project. Other schemes
were proposed by Shamir (based on lottery tickets system [13], improved in [11]).
A similar micropayment scheme, based on hash functions and called NetPay, was
proposed by Xiaoling Dai and John Grundy [2]. Their paper also provides details
of a possible architecture and an implementation of such system. The idea of
combining some properties of macro- and micropayments schemes was introduced
by Stanislaw Jarecki and Andrew Odlyzko in [8]. Their scheme combines the
simplicity of an off-line micropayment scheme with an on-line security of a
transaction, which means that a vendor is consulting a broker from time to time
during communication with a client. This enables the vendor to check if the client
is not cheating. Many other micropayment methods are discussed in [7] and [4].
One of the commercial systems was proposed by IBM: Internet Keyed Payment
Systems (/KP), discussed in [6].

3 Proposals of New Schemes

We propose two new schemes for micropayments. Both are pre-paid cards
oriented, which means that they have almost all the advantages and disadvantages
of real-life pre-paid cards. The main novel idea of the MINX system is the
performing cryptographic key distribution within the micropayment process.

3.1 Properties of Pre-paid Cards

Pre-paid cards can be treated as types of micropayments. Contradictory to classic
micropayment schemes, there is no TTP. When a user buys a pre-paid card the
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user has to trust an operator that the card is valid and ready to use. In a traditional
purchase (not pre-paid), the user knows exactly how it works. That is why a
trusted operator is the major factor in the schemes discussed. Another advantage
of the pre-paid card is the possibility to use only a fraction of it. A partially used
card is ready to be utilized at any time. The process does not require a user to
provide an operator with any information during card purchase or its usage.

The proposed schemes are based on two different cryptographic primitives: the
one-way hash function and the cryptographically secure pseudorandom bit
generator.

A hash function h maps an input x to output h(x) of a fixed length. For a given x,
h(x) is easy to compute. A one-way hash function (h) has the following properties
[10]:
• one-way (preimage resistance) - for y = h(x), computing x from y is

infeasible,

• weak collision resistance (2nd preimage resistance) - for given xj and h(xj) it
is computationally infeasible to find such x2 that h(xi) = h(x2),

• strong collision resistance - it is computationally infeasible to find such Xj
and x2 that h(xj) = h(x2).

A pseudorandom bit generator (PRBG) is a deterministic algorithm which for a
given input sequence (a truly random binary sequence) outputs a different binary
sequence, much longer, which "appears" to be random. The PRBG passes the
next-bit test if there is no polynomial-time algorithm which can differentiate
between this PRBG output and a truly random sequence with probability
significantly greater than Vi. The PRBG, which passes the next-bit test, even under
some plausible, unproved mathematical assumptions, is called the
cryptographically secure pseudorandom bit generator (CSPRBG).

3.2 MINX General Overview

Basic definitions:
• key: in MINX system a key means a secret key for a symmetric cipher (like

Advanced Encryption Algorithm - AES, RC6),

• impulse: an impulse means one unit of payment which can be extracted from
a pre-paid card,

• ID: every user who wants to use a valid card has a unique identifier - named
ID assigned by an operator; the ID enables the operator to find a proper secret
key for decrypting data received from each user.

Both MINX schemes are based on the same four steps (Fig. 1):
• Step 1. A user shows part of a card to an operator.
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• Step 2. The operator sends a confirmation and an assigned ID to the user; at
the same time the operator computes a current key.

• Step 3. The user computes a current key and an impulse, encrypts it with
requested data and sends it to the operator.

• Step 4. The operator validates it and sends a response back to the user.

After the completion of step 4, it is possible to establish a secure communication
between the user and the operator - a key (shared between the user and the
operator) is destined to be used as a session key in all secure exchanges
between the parties until a new key gets established. The last two steps are
repeated until the user wants to use a service provided by the operator (with a set
fee) or the user's virtual pre-paid card is used up.

Client

part of the card
(depends on scheme)

computes current key <<
and impulse

interprets response

confirmation and ID

ID, impulse and request data encrypted via
current key

response to request

Operator
... . ,

verjes received
part of the card

and computes current key

validates impulse and
interprets request data,
computes next key

Fig. 1. MINX - four basic steps

3.3 Scheme Based on One-Way Hash Functions

A client buys a pre-paid card, which consists of 4 elements: secret initialization
value (seed) - x, card's value, the number of hashes - z (number of impulses on
card is z/2) and function for generating impulses - h. The card with the above
parameters has to be delivered secretly and should be authorized by an operator.
We do not specify a way of buying a card. This topic is not included in this paper
and can be realized by a macropayment system or a physical purchase.

When a user wants to use a pre-paid card, the user sends the following values to
an operator: value of the card, number of impulses and hz(x) - the zth hash of x
value computed using h. This initial step of communication can be kept secret. For
example, the user can encrypt the card with the operator's public key. The
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operator does not need to authorize this activity, because only when x is known to
the user, the user can participate in the rest of the communication.

The operator, using hz(x) and other values sent by the user (step 1), can identify a
pre-paid card in its own database and validate it. While using a contemporary
secure hash function, hz(x) is a unique identifier for each card. The length of hz(x)
should be from 160 bits (SHA-1 - Secure Hash Algorithm) up to 512 bits (SHA-
512).

If the card is valid, the operator computes the first secret key hz'\x) and gives the
user a unique identifier (ID), so the user's messages can be distinguished from
other messages. At the same time the operator sends user confirmation and ID
(step 2).

The user, after having received a confirmation from the operator, also computes
the first secret key: hzl(x) and the first impulse: hz2(x). Next the user encrypts the
impulse and the information about service that the user requested with a secret key
and sends it to the operator along with a unique identifier (step 3). After
decryption the operator can verify the impulse value by hashing it twice and
checking if it equals to what is stored in the database (hz(x)). Then, the user is
provided with the requested service, and the data for this card is changed in the
database. The operator computes a new key and changes the value of the card
from: hz(x) to hz2(x) (step 4).

When the operator receives the impulse equal to x from the user, the card gets
used up. The operator should hold it in its database: hz(x), x and value of the card
to be able to validate incoming cards. Changing hz(x) to hz2(x) (new values)
enables the operator to hold current value/number of impulses in its database. The
user does not have to send every impulse to the operator. The user can show the
operator that the user wants to use more impulses at this time to pay for more
expensive services or to use the service for a longer time.

The impulses themselves, in this scheme, are random-looking. Based on the
properties of a hash function, it is not possible to compute x from hz(x). The
reason for the implementation of additional secret keys, connected to impulses, is
to provide the user with confidentiality of services that the user requests without
the need for public key cryptography or secret-key sharing schemes.

The advantages of this scheme include:
• confidentiality of communication between the user and the operator,

• possibility of using services with different values/prices with one card,

• no need for the TTP to compute impulses prior to card usage. The user does
not have to request an authorization of the card.

The disadvantages include:
• computation of impulses and keys, their validation is slower than in classical

micropayment schemes,

• the operator has to be trusted just like in the real world.
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3.4 Scheme Based on Pseudorandom Bit Generator

This scheme is almost the same as the previous one. The only difference is that
instead of the hash function, a client uses a cryptographically secure
pseudorandom number generator (CSPRBG). The CSPRBG is used for generating
binary sequences in the manner described by Blum, Blum & Shub [10], which are
treated as impulses or secret keys. The advantage of CSPRBG over hash function
is that having xn the user can compute xn_i or xn+J with the same amount of
computation (if the user knows parameters of CSPRBG). If the user does not have
these parameters the computation any of the values xn_i or xn+] is very difficult
(even having xn). This means that the generation and the verification of a key and
an impulse take almost the same amount of time.

In this scheme the card consists of the following: secret seed - x, card's value, the
number of products of CSPRBG - z (number of impulses on card is z/2) and the
secret parameters of CSPRBG.

The user shows the operator xz and hash of parameters of CSPRBG (step 1). The
confidentiality of this operation can be based on the operator's public key.

The first key could be xz_i and the first impulse xz_2. The operator only has to
compute xz from xz_2 to verify the impulse (step 3). To check if the card is still
valid and not used up an operator has to store x and z. The rest of the scheme is
the same as in the previous one.

The advantages include:
• the same number of operations to generate key/impulse every time and to

verify them,

• the same as in the previous scheme.

The disadvantages are:
• generating proper parameters of CSPRBG is quite complex,

• the computation of the CSPRBG values is not very fast, and poses almost the
same problems as public-key cryptosysterns.

3.5 Additional feature of schemes

Another feature of MINX, not commonly found in other micropayment systems, is
the possibility to utilize more than one impulse at a time. The price of one unit of
some services may be a multiple of the impulse, or a user may want to buy service
for longer time / in larger amount. This kind of situation is typical in
telecommunications: the user wants to be able to make both local and international
calls using one phone card. Another typical situation is when the user wants to buy
video-on-demand services for longer period of time (e.g. whole movie) without
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having to contact the operator every time the service bought for one impulse
expires.

Let's assume that a user has n impulses on a card ready to utilize. Now the user
wants to pay for a service that would cost him m impulses. We assume that m < n,
because otherwise buying a service would be impossible. The user sends to the
operator h(nml)*2(x) ((n-m-l)*2'th hash), including in the data sent the information
that the user wants to utilize m impulses. The encryption of information is done
with hash h(2*nl)(x), using the session key that was previously computed by both
the user and the operator. To check the validity of the impulse the operator hashes
2m times the delivered impulse and compares it with the information stored in the
operator's database. If the impulse is valid, the operator computes new session
key: h((nml)*2* 1}(x) and sends requested service to the user.

A card based on the CSPRNG can be used in the same way (appropriate products
of the generator instead of hashes should be computed).

Client Operator
part of the card ... . ,

(depends on scheme) verifies received
v K ' part of the card

and computes current key

confirmation and ID
computes current key A

and impulse
ID, impulse (mth), data, number of impulses

to utilize encrypted via current key validates impulse and
p. interprets request data,

computes new session

response to request key and new impulse
interprets response M number = (z - m)

Fig. 2. Basic scenario for paying bigger amounts with MINX

This feature of the MINX gives a user a greater flexibility when using a card. Not
only can the card be used at any moment, but also different amounts of impulses
can be utilized at the same time. This feature makes the card suitable for a wider
range of services.

4 Security

The security of both schemes is based on the same assumptions, therefore the
security is analyzed for the overall scheme.
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Main security assumptions are:

• the operator is trusted,

• the utilized hash function is hard to invert,

• the CSPRBG has properties as in point 3.1.

The security evaluation criteria, discussed below, are based on the proposals
included in [4].

4.1 Forgery Prevention

There are two types of forgery in the proposed schemes: forgery of a card and
forgery of an impulse.

In the first case, a malicious user can send a regular request for a validation of a
card which is really invalid. If an operator cannot find such a card in its database,
the situation is clear: the card is invalid and no validation can be made. No fraud is
possible. But there can be a card with the same ID in the database. In this case, the
operator computes the session key and sends validation along with ID to the
malicious user. Still, the user is not able to use the card: the user is not able to
invert hash function or compute following number of the CSPRBG to use it as the
key. Therefore, the user cannot decrypt the data sent by the operator. The user is
still also not able to compute the proper impulse value. The only situation in
which the user can gain anything from guessing hash values from the card is when
the user would produce all hashes or CSPRNG products (so all impulses and keys
for this card), in proper amount (so their amount is the same or smaller than the
operator has in its database). But this is very computationally ineffective and the
probability of success is very small (when the operator uses large enough seed). It
is even more ineffective for the CSPRBG than for the hash function scheme,
because apart from computing impulses and keys, the user has to also find
parameters of the pseudorandom generator and then try with all possible seed
values. Therefore, the probability of such an attack is very small.

Another similar situation occurs when the user wants to use more impulses than
the user's card poses. This is not possible since the operator stores the number of
impulses in its database, and marks the card as used when this number reaches
zero. At that moment the user has the same chance of deceiving the operator as in
the case described earlier.

4.2 Double Spending Detection

The double spending of an impulse is almost impossible in the proposed schemes
if a proper hash function or a CSPRBG is chosen (as described in section 3.1).
During the transaction an operator is able to check validity of every impulse sent
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by a user. The operator also stores the number of impulses that the user is still able
to spend. So, there is no sense in trying to spend the same impulse twice, if the
user has a proper card, because the user is restricted in the number of impulses.
Moreover, the possibility of having an impulse that is the same as the subsequent
one is negligibly small for the proper hash functions and the CSPRBGs. As a
result, in the proposed schemes, the double spending detection is immediate and
double spending is not only nearly impossible but also non-profitable for the user.

4.3 Confidentiality

A third party can observe only a part of communication between a user and an
operator that is not encrypted. As a result, it is only possible to misuse the
information contained in the request for validation that the user sends to the
operator in open-text. Only important data sent by the user is an initial impulse. If
an eavesdropper could invert an impulse and generate a session key or the next
impulse, this information would be very useful. However, since the hash function
in the proposed scheme should be hard to invert and the generator used should be
cryptographically secure, it is not possible. The rest of the communication
between the operator and the user is encrypted, so it is secure and no one is able to
misuse it.

4.4 Anonymity

The presented schemes also provide users with anonymity. No one observing
communication between the user and the operator is able to acquire any
information about a service that the user is requesting. It is also not possible to see
how much money/impulses the user spent in a current transaction. Only when
observing every transaction, especially every request for validity sent by the user
to the operator, it is possible to identify how many impulses the user spent in the
last transaction. But this problem can be eliminated by not including the number
of valid impulses left on the card, in the request for validation. This data is needed
only for additional validation of a card, so it is not necessary for the operator. This
small change in the scheme equips a user with a complete anonymity against all
observers. Unfortunately, the user is not that anonymous to the operator, who
knows what services were sent and where. But this obvious disadvantage is
reduced by the operator being a trusted party.
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5 Applications

There are at least two versions of the potential MINX applications. The first one is
based on an independent cryptosystem at the application layer where
micropayments are provided. The keys placed on the pre-paid cards are utilized to
provide confidentiality for users' requests or operators' responses including
security of the transferred content during the payment process.

It is also possible to use the keys from pre-paid cards directly in the existing, well
known security protocols like SSL/TLS (Secure Sockets Layer/Transport Layer
Security - [3]). In this case (i.e. SSL/TLS), the adequate session key (SSL/TLS
MasterKey) is extracted from a pre-paid card and is utilized to provide transaction
security according to the admitted context (for example duration time or data
volume).

The presented micropayment schemes can be useful in case where users wish to
protect their privacy during small, frequent payments. Considering repeated
payments via Internet, there is a serious possibility of spying, tracing and profiling
users. MINX is the solution for customers who prefer to protect information about
their favourite products' preferences and e-commerce habits. Therefore, MINX, as
a means of a payment for anonymity, is the next important application field.
Implementations of anonymity providing systems equipped with the payments for
the services occur very rarely - known systems from state of the art (e.g., Freedom
[5]) include payments which can compromise users' privacy. The anonymity
service providers will need effective methods for generating revenue, as they
would not look for profits from advertisements or user profiling attempts. The
MINX micropayment schemes, which protect consumers' anonymity, can be an
effective method of payment for Web anonymity service on the Internet.
Association of MINX and VAST [9] (Versatile Anonymous System for Web
Users) - which provide anonymity for individuals browsing WWW pages - seems
to be a solid and practical solution for Web privacy. Combination of VAST
anonymous Web browsing with MINX anonymous payments for the service is a
good proposal for widespread, commercial implementations.

6 Conclusions

The proposed schemes, which are similar to the existing micropayment systems,
have distinctive features including: the possibility of using some of the impulses
on a card at any time, the possibility of making a payment with the same card for
services with different base-unit costs. The card usage is anonymous: a user does
not have any public/private key. Transactions do not require the presence of a



Information Processing and Security Systems 185

TTP. Another unique feature of the proposed schemes is preservation of privacy:
the micropayment systems known from the e-commerce literature do not support
confidentiality. MINX provides a secure communication between an operator and
a user without the need for any kind of key distribution scheme. This approach
creates very attractive telecommunications environment that provides the
possibility of a payment for an access to resources without compromising users'
privacy.
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Introduction

1.1 Motivation

Communication between remote hosts over a network is one of the main features
of contemporary distributed systems. Valuable information is often transported
outside the constituency controlled by its owner (e.g. LAN) and sent at
considerable distances over a foreign medium (most often the global Internet).
Two issues arise from this fact:

• information in transit may be intercepted with malicious intent,
• it is difficult to obtain a guarantee that the system a given host is

communicating with is indeed the one it pretends to be.

The issues described above are addressed by a class of communication protocols
called security, or cryptographic, protocols. Security protocols utilise tools of
modern cryptography, such as symmetric and asymmetric ciphers, one-way
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functions and digital signatures to provide security services to applications.
However, the present experience with security protocols is that they are often
prone to design and implementation errors. Such errors can easily make a protocol
susceptible to attacks, even if it utilises strong cryptographic tools. If such errors
indeed exist, it may happen that an intruder does not have to crack the
cryptographic defences on transmitted data at all, or the risk of the success of such
an attack is unacceptably increased.

Therefore it is postulated that the same care must be given to the way the
cryptographic primitives are combined together into the whole protocol, as to the
reliability of individual cryptographic tools. Unfortunately, security protocols are
usually designed and implemented by humans, and as such are very prone to
errors .

There is a demand for tools and methodologies, which, if applied to a
cryptographic protocol, would allow us to find all possible defects, or, if none are
found, provide enough confidence that the protocol is indeed secure. Such
potential can be found in formal methods, both those dedicated to the analysis of
security protocols (e.g. BAN belief logic [1]), as well as those originating from
other fields of high integrity systems engineering (such as CSP process algebra
[2]). These methods may be used to construct a formal specification of a protocol
in question and then to analyse it (preferably by means of supporting tools) in
order to assess its trustworthiness.

1.2 Innovation

To facilitate analysis of security protocols (our primary focus is on those intended
for authentication of remote hosts) we propose the Object-oriented Authentication
Protocol Security Analysis Framework (OF-APSAF). The main incentive for
defining such a framework was to provide the engineers with an analytical
environment that supports shifting the analyst's attention to the issues of
modelling the architecture of the protocol and its application contexts with less
attention to the underpinning mathematical "machinery" employed to perform the
analyses. The basic assumption was to build the framework on the top of an
existing formal method, treating it as an important mean to achieve the goal, but
not as the goal by itself. Our intention was to exploit the strengths of the chosen
formal method, not overlooking or underestimating its weaknesses and limitations
that possibly coul be effectively addressed by using other engineering techniques.

Incorporating a formal method into engineering practice is generally very
challenging. One of the reasons for this is a significant gap between the abstract
mathematical domain and the application domain or even technical domain. The
OF-APSAF aims to "fill in" this gap by offering analytical tools to make the
formalisation leap easier and more manageable. The whole process should be as
transparent as possible, different steps should be traceable and all decisions well-
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documented (we assume that the formal specification itself is not an adequate
documentation). To achieve this goal the OF-APSAF framework integrates
informal and semiformal modelling and analysis of the system security context
with formal protocol verification techniques.

2 Overview of the framework

OF-APSAF combines together various tools and methodologies with the intention
of allowing the user to carry the protocol analysis as an engineering task with the
focus on cost-effectiveness and reliability of the analytical procedure. Below we
characterise the main components of the framework.

2,1 CSP for formal specification and verification

Employing CSP to security protocol analysis was addressed by many researchers,
an overview can be found in [3]. The CSP process algebra can be used to model
the protocol in question, the network running it and the security requirements it
should satisfy. The FDR [2] model checker offers tool support - it is used to verify
CSP specification, thus effectively checking whether the protocol achieves its
asserted security goals. Another software tool, the Casper specification compiler
[4], helps to avoid tedious and error-prone CSP coding and to focus the analyst's
attention on actually modelling the protocol using a simple formal language. A
description of how we apply CSP within the OF-APSAF framework is given in
Section 3.

2.2 Patterns for object-oriented analysis

The OF-APSAF analysis is model driven. Object-oriented models serve as a
primary tool for documenting the analysed protocol, its context (including the
threat model) and the security requirements. Conversion of those models into the
CSP formal domain is done as the last step, right before the actual automated
verification is being performed.

However, building models each time from scratch would be too expensive and
somewhat redundant, as many aspects of different security protocols are recurring.
To provide for effective reuse we propose a set of analytical patterns to guide the
user while developing the object oriented models related to a given protocol (we
use UML as the principal modelling language). More details on how the object-
oriented modelling is used in OF-APSAF are given in Section 4.
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2,3 Analytical procedure

In order to employ formal verification as a part of the engineering task it should
be embedded into a well-defined process context. OF-APSAF defines such a
context supporting a systematic approach to the analysis of security protocols. The
steps of the associated procedure include: informal analysis of the security domain
the protocol runs in, semi-formal modelling, developing formal specifications, and
finally, verifying them using the appropriate software tools. The OF-APSAF
procedure also defines more specific tasks of each step and specifies input and
output artefacts for each task. It also provides a template for the report
summarising the results of the analyses. Such report, if maintained throughout the
whole process, would contain information necessary to track the progress of
analyses and to understand the results.

3 The formal analysis step

CSP is a general-purpose formal framework which may also be applied to security
protocol analysis [2, 3], The basic objects in CSP are abstract processes which
may be combined into a larger network. They run independently in parallel and
occasionally exchange messages with each other or the environment. The protocol
participants are modelled as processes with patterns of communication reflecting
the specification of the analysed protocol. For each process, the record of the
messages it communicates is called its trace. By defining constraints on traces
(e.g. which messages are allowed, or what should be their relative order) the
analyst can formally express various security properties, including secrecy and
authentication. The intruder can be defined as a special CSP process and its
capabilities, such as initial knowledge or the extent to which he controls the
communication medium can be specified explicitly. By configuring the intruder
the analyst can modify the assumed threat model.

CSP has a strong tool support - the FDR model checker [2], The tool converts the
CSP model of the protocol into a state machine which represents all possible
agents' behaviours. Then the state graph is traversed to check whether unsecure
states (which contradict the requirements on traces defined for the model) are
reachable. If the system can indeed reach an unsecure state, FDR outputs the
pattern of inter-process communication leading to this situation. This helps the
analyst to derive the corresponding attack scenario.

One of the main limitations of the CSP/FDR approach is that it requires the
analyst to specify in advance both, the maximum number of agents which can
participate in the protocol and the maximum number of sessions each of the agents
can run consecutively. Consequently, the protocol is being checked for faults only
with respect to a limited size of the network which uses it, and the analysis is
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likely to give no results about the security of larger systems. There are some
techniques to overcome this problem, but they do not solve it completely. The
second limitation of the method results from the complexity of the analyses - the
state machines produced by FDR grow exponentially with the size of the protocol
and of the network.

The advantages of the CSP/FDR framework are not to be ignored as well. First of
all, the method is mature and has been used with success on many occasions,
finding previously unknown faults or rediscovering classical attacks. Secondly,
the FDR software is a widely recognised tool and is commercially available

3.1 CSP in the OF-APSAF framework

Modelling security protocols in low-level CSP is a tedious and error-prone task.
Finding the optimal CSP implementation of a given model is not obvious and
automated model checking with FDR is quite hard in terms of computational
complexity. For those reasons, the task of implementing CSP scripts that model a
given cryptographic protocol is an ideal candidate for automation. That led to
development the Casper tool [4] which primary objective is to compile scripts
that contain:

• definition of a given security protocol,

• description of the network of agents running the protocol and data objects
they use,

• specification of security goals supposedly achieved by the protocol,

• description of intruder's capabilities and knowledge.

into the corresponding CSP model. Even though input files for Casper use a type
of formal language, it is by far less complicated then low-level CSP. The goal of
Casper is to allow the analyst to focus on the actual problem and to free him/her
from implementation details, saving time and effort and reaching out to users with
lesser skills in CSP or formal methods in general.

Casper was included in OF-APSAF as a primary tool to express formal
specifications of protocols. Because the specifications were further subjected to
the verification by FDR, to meet the restrictions of the tool and to facilitate the
analyses, the standard approach of OF-APSAF is first to partition the problem into
several security scenarios and then to develop a separate Casper script for each
scenario (a sort of "divide and conquer" strategy). Through superposition,
successful verification of all scenarios provides a convincing argument that the
protocol satisfies the asserted security goals.
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4 The object-oriented modelling step

In OF-APSAF, object-oriented models expressed in UML [5] form an
intermediate representation of the analysed protocol and its context. The models
help in crossing the gap between the informal (engineering) dmain and its formal
counterpart. As shown in Figure 1, such models offer an intermediate level of
abstraction and thus help both with constructing formal specifications (a transition
from informal to formal) and interpreting them (a transition in the opposite
direction).

Engineering
domain

flffefe
Formal domain

Intermediate UML
0-0 models

Fig. 1, Role of object-oriented models in OF-APSAF

The OF-APSAF analytical process definition refers to specific models (diagrams,
perspectives) the analyst should prepare at a given step. To help the analyst, OF-
APSAF defines the security protocol metamodel. Individual aspects of the
metamodel can be efficiently constructed by using special OF-APSAF analytical
patterns, covered in the next section.

Another way of looking at the object-oriented models in OF-APSAF is to consider
them as a platform for documenting formal specifications. The latter, due to their
mathematical nature may be difficult to communicate information about the
protocol and the way its verification was carried out.

4.1 Analysis patterns of OF-APSAF

OF-APSAF features a catalogue of analityc patterns which guide the analyst
through the process of modelling. Each pattern defines a scheme for constructing a
particular aspect of the protocol model from some specific perspective. The
patterns help in efficient solving of modelling problems commonly shared
between different projects. By applying those patterns, the analyst is supported in
constructing models which are:

• internally consistent,
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• have a relevant scope,

• can be easily mapped to the domain of formal (mathematically verifiable)
Casper specifications.

By defining a set of analysis patterns which the analyst is encouraged to use, OF-
APSAF introduces a certain degree of formalisation into the modelling process.
UML language does not guide its user and leaves much freedom to the analyst [5].
If each protocol modelling task were approached independently, the possibility for
reuse would be significantly reduced and the performance of the entire process
would suffer.

4.1.1 Documenting analysis patterns

Analytic patterns are described according to the following structure:

• Pattern name - a descriptive name of the pattern.

• Intent - which modelling issues are addressed by the pattern.

• Definition - UML diagram defining the pattern; description of the pattern
and its elements.

• How it works - explanation of how the pattern works in practice;
supported by a real example from one of the Case Studies.

• Pattern's role in the meta-model - which elements of the protocol meta-
model are covered by the pattern.

4.1.2 An example pattern

a) Pattern name: "Agent Sessions"

b) Intent: Most of model checking techniques for protocol verification (including
CSP/FDR) impose restrictions on the size of the model. The factors that determine
the size of the resulting state machine include but are not limited to:

• number of agents participating in the protocol,

• number of sessions each agent can run concurrently or consecutively.

The Agent Sessions pattern allows representing the two above characteristics for
each security scenario. Due to its dependency on the model checking paradigm, it
is tailored especially for the CSP/FDR formal approach.

c) Definition:
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o
anAgent: Agent

doing RoloOne's

[anAgent's state in scenario #n]

stale in sc^n^rio #n

doing
run #1

doing RoleTwo's

thelntruder: Intruder

j The CSP framework
| assumes that the
i Intruder can perform
I any part of the protocol
; in any role; he can
! imitate an entire run or
;just a single message
j just as he sees fit.

Fig. 2. A structure of the "Agent sessions " object model

The pattern (Fig. 2) uses state machines to express Agents' behaviour. Each agent
is characterised by a single compound state which contains sub-states representing
individual sessions the agent can run. The state model is flexible enough to
express:

• the fact that a single agent can take multiple roles,

• how many runs a given agent can run taking a particular role,

• whether agent's sessions should be run concurrently or consecutively.

The intruder has been introduced to explicitly document the fact that it can run any
number of sessions taking whatever role it needs.

4.2 Formalising object-oriented models

After preparing and documenting the object-oriented models, the analyst proceeds
to the formalisation step. This step comprises preparation of Casper scripts that
model individual security scenarios. Because the models are standardised
(prepared using corresponding analytic patterns) this task can be accomplished
relatively easy. The framework offers rules in a tabular form which explain how
to translate given fragments of object models into Casper syntax.
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5 Validating the framework

Three separate experiments were conducted to validate different aspects of the
framework. During each of these experiments a different authentication protocol
was analysed using some or all of the tools offered by OF-APSAF.

5.1 The HomeBanking wireless authentication protocol

The first case study was aiming at validation of the set of analytic patterns. The
target of the study was a protocol for authenticating wireless handheld devices to a
stationary server. The protocol is described in [6] and used in a HomeBanking
application. The analysis using OF-APSAF confirmed that the protocol is secure.

5.2 The classic SPLICE/AS authentication protocol

The second experiment demonstrated that the framework is indeed capable of
detecting security flaws in protocols. A classic SPLICE/AS authentication
protocol [7] was analysed and as a result the well known attack [8] was
rediscovered.

5.3 Authentication scheme in the DRIVE solution

Finally, the third case study focused on investigating the usefulness of OF-APSAF
in analysing protocols running in a complex application and security context. The
experiment also aimed at checking the applicability of OF-APSAF in supporting
trust cases (a trust case is a documented body of evidence justifying trust in the
considered system [9]). In this case we used OF-APSAF to produce objective and
trustworthy evidence that can be referred to in the trust case.

For this purpose the authentication scheme implemented in DRIVE [10] was
analysed, the identified faults were corrected, and the existing trust case for
DRIVE was extended by the results of this verification.

6 Conclusions

At present, OF-APSAF can handle analysis of linear authentication and key
exchange protocols. It has been confirmed by three separate case studies. They
demonstrated the usefulness of OF-APSAF in both, finding security faults and
positively verifying security properties. An interesting result is also the ability to
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use the results of OF-APSAF analyses as arguments supporting trust in the
analysed systems.

Our ultimate goal is to to support analyses of practical, real-life protocols,
including protocols for mobile agents. Specifications of such protocols are often
very complex and lengthy). The protocols are often of a compositional design -
i.e. a larger protocol uses smaller linear ones as the building blocks. Mobile agent
systems themselves pose numerous new analytical challenges. The additional
complexity has to be dealt with in a traceable manner before the actual automated
formal verification can proceed. We believe that the model based approach of OF-
APSAF involving the intermediate representations, step-by-step formalisation and
well-defined documentation can help to overcome those difficulties.
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Abstract:
In the paper the problem of information's security defined as fulfilment of
confidentiality, authenticity and accessibility is presented. The accessibility, as the
element of security is especially importand in realtime systems, in which the time
of replying to received information is limited, while undelivering the messages
right on time is unacceptable. The accessibility of information is fulfiled thought
application of error control coding, in particular by using cyclic Reed-Solomon
codes.
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1 Introduction

Generally, the security of information is defined as fulfilment for information
three main properties, i.e. confidentiality, autheticity and accessibility. In currently
used cryptosystems, only the confidentiality and authenticity of information is
considered, while the accessibility in contemporary cryptographic systems is
neglected, because there is an assumption that this part of security is achived by
using of other manners application, such as improvment of communication
channel's properties, etc.

In practice, as often as not one can meet with the situation, in which the direct goal
of intruder isn't to possess of protected information, but to prevent the deliveration
of information right on time to the declared receiver. The problem of fulfiling the
accessibility is getting the great importance, especially in real-time systems, where
the time of replying to the received information is limited, while the undelivering
of information on time can lead to the crisis situation.

The accessibility of information can be guaranteed by redundant encoding
prevously encrypted message. There are known cryptosystems based on linear
error correction codes [13, 8, 15]. W McEliece's cryptosystem [13] the linear
error-control codes are applied. The essence of operation of that system is based
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on disturbance of sended message for making it unreadable, what give us un
opportunity to fulfil the confidentiality of information. Using correcting property
of applied code, the recipient is able to correct this disturbances, what makes the
decryption process available. Such kinds of systems fulfil the high level of
confidentiality, because of their cryptographic resistance is comparable with the
present asymetric cryptosystems based on complexity of large numbers factoring
problem. As the matter of disadvantages of the systems based on linear error
correction codes, the most important is to high complexity of decoding codes of
long codewords. Such kinds of cryptosystems can fulfil just confidentiality and
authenticity of information.

In [5] the cryptographic system based on systematic cyclic Reed-Solomon codes is
presented. The main idea of this system is based on a fact, that the cryptogram is
consisted only of the redundant part of the systematic code's codeword. That
property of the system makes it unresistant to the disturptions of the signal in
communication channel.

In the paper the cryptographic based on applying the cyclic Reed-Solomon codes,
which give us the possibility of fulfilling the accessibility of information is
presented. In the shown system, the information is coded, while the generator
polynomials of used code are in fact the equivalents of cryptographic keys. By
using double coding, the rate of the correct decoding procedure is achived.

2 Applying of error correction codes
in cryptography

Error correction codes can be applied as an equivalent of the cipher on condition
that the code generators be kept in secret, what mean that these generators be
regarded as cryptographic keys. For this reason there is absolutely necessarily to
make the key space as huge as posible. Thus, very specific mathematical methods
of computations in finite fields have to be applied.

The cryptographic keys should fulfil the specific conditions, because in modern
cryptography the security level of cryptograms depend on the key's space. In the
situation, when the information is coded with redundant code, the generator
determaining the code can be treated as the encryption key. This means, that the
generator should have the same characteristic features, as the cryptographic key.
The The problem of finding the generator polynomial g(x), which determines
cyclic Reed-Solomon code, can be considered in the same way, as the choice
problem of encryption key in cryptographic systems.
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2.1 The procedures of encryption and decryption

Presented cryptographic algorithm uses the procedures of encoding and decoding
of the cyclic Reed-Solomon code. In such approach, the procedures of encryption
and decryption are alse expanded of applying the key polynomial k(x), what make
the possible to use the CBC (cipher block chaining) mode of operationg of the
cipher. Therefore the fuctions of encryption and decryption are implemented by
the following equations

c(x) = ERS(m(x) + k(x), g(x))

and

m(x) = DRS(c(x)-k(x),g(x)),

where

m(x), c(x), g(x), k(x) denotes, respectively, code polynomial (cryptogram
polynomial), generator polynomial and key polynomial, while

ERS and DRS denotes, respectively, encoding and decoding procedures of
nonsystematic cyclic Reed-Solomon code over GF(q) field.

Thanks to applying the key polynomial k(x) to the initial processing of information
polynomial m('\x), there is possible to apply CBC mode, in which the encryption
procedure of the first block of cryptogram c(l\x) is based on the operation of
addition of information polynomial mil\x) and key polynomial k(x)

mc
{X\x) = m(l\x) + k(x),

and as the result of this operaton one can obtain the encrypted message
polynomial mc

{l\x). In the next step, this polynomial is putted on the input of the
coder, which transforms it into the cryptogram polynomial c{l\x).

The encrytpion of i-th cryptogram polynomial c('\x), for i = 2,3,..., take place in
the way, that the information polynomial m{'\x) is added to the cryptograms'
feedback polynomial &'('~ l\x)

where the degree of cryptograms' feedback polynomial k'(l)(x) is identical, as the
degree of the information polynomial m(/)(x).

Cryptograms' feedback polynomial k'(l)(x) is defined as the result of the following
steps; according to the compressing permutation, Pk the subset of cryptogram
polynomial c('\x) coefficients are taked and used as the coefficients of the
cryptograms' feedback polynomial (fig. 1).
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Fig. 1. The mechanism of choosing the coefficients
of cryptograms' feedback polynomial

It is important to note, that as early as the second block of cryptogram,
information polynomial m('\x) is added to the cryptograms' feedback polynomial
k'(l~ l\x) of previous cycle, instead of the key polynomial k(x).

In the consecutive step of encryption procedure, the cryptograms' feedback
polynomial mc

('\x), and the generator polynomial g(x), are putted on the input of
cyclic Reed-Solomon encoder. As the result of encoding procedure, one can
obtain the code polynomial c{'\x), which in case of systematic code, can be
descrypted in the following form

c(i\x) = mc
(i\x)x"~k- (mc

U)(x)xn-k) mod g(x),

while in the case of non-systematic code, as follows

c{i\x) = mc
{i\x)g(x).

This mean that, the key polynomial k(x) is the starting polynomial, used only in
initial of encryption procedure. For this reason, this polynomial can be applied as
receiver's identifier.

The fig. 2 shows an algorithm of encryption in CBC mode.
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F/g. 2. An algorithm of encryption in CBC mode

3 Cryptosystem with the verification
of the communication channel noise level

Using the basis of the encrytpion and decrytpion procedures presented above, one
can build the cryptosystem fulfiling the accessibility of information. The main
idea of such system is based on applying two codes of different correcting
properties. The first code performs the protection of the shortcut of information,
which is represented as coefficients of the information shortcut polynomial. This
polynomial is encrypted and concatenated to the information, what finally give the
information part of the second code's codeword.

Having specified information polynomial m(l\x) and defined galois field GF(q),
by substituting, respectively, every elements of GF{q) as the arguments of
information polynomial m(l\x) one can obtain q values of this polynomial. If there
be one element of GF(q), which is known only to the valid users, the sender of the
information polynomial m{'\x) can compute the value Ws (n of this polynomial,
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of which argument is that earlier established element of GF(q). In the next step,
the set of the shortcut values as the coefficients of the shortcut polynomial w}'\x)
is encoded using the polynomial g\(x) of systematic cyclic Reed-Solomon code.
One can notice, that the shortcut polynomial do not fulfils classical function of the
message diggest functions, but the only application of it is the verification of the
correct decoding procedure.

Obviously, with the fixed length of the codewords, the length of the redundant
part is getting smaller during the increasing of the information part. Thus, while
using relatively small degrees of the shortcut polynomials, one can add the
shortcut polynomial to the disturbance level key polynomial, which is known for
the sender and the recipient. By coding this polynomial, we obtain the redundant
polynomial, which can be regarded as encrypted shortcut polynomial zws

{'\x).
Using the cyclicity of the code and from the fact, that the recipient knows the
disturbance level key polynomial, there is possible to recover the structure of the
whole codeword. This can be made by cyclic shift of the known codeword
elements. Fig. 3 presents the structure of the codeword before and after cyclic
shift of its elements.

a)

b)

c)

Fig. 3. Structure of the codeword a) at sender side, b) at recipient side before
the cyclic shift, and c) at recipient side after cyclic shift.

Ecrypted shortcut message polynomial zw^\x) is concatenated to the information
polynomial m('\x), what in result give us the information part polynomial minf

l\x).
This last polynmial is finally encoded using generating polynomial gi(x) of
nonsystematic cyclic Reed-Solomon code, what give us the cryptogram
polynomial. The algorithm of encryption is shown on fig. 4.
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a', ay, Computing of the
shortcut polynomial

Concatenation
of the shortcut polynomial

and the key polynomial

Encoding procedure,
using systematic

Reed-Solomon code

Message

Concatenation of the
encoded shortcut polynomial

and the information polynomial

Encoding procedure,
using non-systematic
Reed-Solomon code

Cryptogram

Fig. 4. The Algorithm of encryption

In the decryption procedure, the coefficients of the shortcut polynomial w's°\x)
are recreated. Nextly, in the result of the comparation of the received and
recreated polynomial ws°\x) computed by the recipient, one can find that the form
of the information polynomial m'(/)(x) is the same as the form of the polynomial
m('\x) which is sended by the sender. The algorithm of decryption is shown on the
fig. 5.



204

Cryptogram

& ( • * )

Decoding procedure,
using non-systematic
Reed-Solomon code

JL
Recreation of the

encrypted shortcut polynomial
and the information polynomial

Jl
Message

k(x)

£.(•*)

Computing of the
shortcut polynomial

Concatenation
of the shortcut polynomial

and the key polynomial

Encoding procedure,
using systematic

Reed-Solomon code

Comparation of the"
received and computed

shortcut polynomial.

a", gy,

Fig. 5. The algorithm of decryption

By using of two codes, defined by the polynomials g\(x) i g2(x) there is a posibility
of assertion, if the received block of cryptogram, which in fact consists of the
Reed-Solomon cyclic codeword, generated with the g2(x) polynomial, is decoded
correctly. However applying of two codes of high correcting properties results the
decreasing of the transmission speed, because transmitted message have to be
splitted to the smaller parts. This is the consequence of the fact, that the bigger
correcting property requires less information symbols in the codeword.
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4 Conclusions

The presented cryptosystem, by mean of using two redundant codes, allows to
fulfil the confidentiality, the authenticity and, what is the most important, also the
accessibility of information. The application of error correction is the most
advisable in the systems, which are used to the making of decision, i.e. systems, in
which the information "life time" is not big, while the information have to be
delivered to the valid user, right on time, and the information have to be credible.

Applying of two codes allows to detect the noice level of the communication
channel. This means, that one can detect the wrong proceeding of the detection
procedure, in which we obtain different codeword of the same code.

The providing the comuptations in isomorphic galois field GF(q), by mean of
using the theory of finite fields isomorphy, fulfils the high level of the
confidentiality, because it allows to obtain the maximum number of the code
generator polynomials g(x) which determine the code over GF{q). The number of
the tables of arithmetic operations in isomorphic finite field GF(q) is comparable
with the number of operations required for key breaking in asymmetric public-key
cryptosystems. Thus the generator poylomial g(x) is treated as the cryptographic
key, and the codeword obtained from the encoding procedure of cyclic
nonsystematic Reed-Solomon code is an equivalent of cryptogram.
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Abstract: Access control in wide distributed networks has to be separated into
domains in order to make it easily scalable and manageable. The management
system also has to be automated to reduce complexity. Role based access control
allows to achieve this goal, however adding public key infrastructure to RBAC
approach would expand system capabilities in many ways. One of them is ability
to specify certificate-based policies, which allow to access system resources by
users form un-trusted sources. Adding digital signature to policies increases
system security. This paper describes communication protocol in certificate based
access control system, based on XACML standard described in [1],
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digital signature, PKI, PMI, and XACML

1 Introduction

Among three developed access control types: discretionary, mandatory and role-
based, the last one has generated the most significant interest in recent years. The
main reason for this tendency is the growth of the networks, and thus increase in
complexity of these systems. Usage of RBAC can in many ways simplify security
management:

• one or more roles can be assigned to one or many domains. Domain can
contain one to many users. Each role specifies permissions for one or many
targets,

• adding new system resources or subjects requires assigning them to existing
domain or domains (scalability),

• user can delegate roles to other users if one has permission to do so
(delegation of duties),
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• roles and privileges are easily understandable, therefore system management
is not complicated,

• support for negative or positive policy specification,

• defining role hierarchies allows implementing inheritance of the privileges.

Furthermore, many recent systems require authorization of users from un-trusted
sources or users unknown to the system. Use of Public Key Infrastructure and
Privilege Management Infrastructure allows extending capabilities of role based
access control. PKI allows authentication of subject who has his certificate.
Certificate authority service verifies trust to the holder of the certificate. Formal
logic for certificate based access control has been presented in [10].

It is also essential to verify privilege attributes of the user. Even if user is
authenticated he or she can still be not authorized to access specific system
resources. Privilege Management Infrastructure allows verifying subject's
attributes. Attribute Certificates maintain a binding between user's name and his
privilege attributes. Use of X.509 Attribute Certificate in role based access control
system was proposed in [3].

To extend the flexibility of the access control system the use conditions need to be
specified. System resources or capabilities can vary depending on time of day or
other conditions of the environment. Defined in [11] Use Condition Certificates
contain digitally signed conditions that must be met by user to perform certain
actions on certain targets. The stakeholder specifies the use conditions.

There are many elements, which must be included in such access-controlled
system. Two main parts are: policy management system and the certificate
management system. Because both of these systems need to communicate with
each other communication protocol must be defined. This article in particular
describes a communication protocol based on XML standard in certificate based
access control system. Architecture for certificate based access control system
was proposed in [8] and [9].

2 XML based access control language

XML is a platform-independent standardized markup language. It can be used in
many environments. Because of this feature it is nowadays widely used in many
domains of computer science, especially in that are web-based. It does not only
define the format of a document but also allows validating it. Validation is
achieved by parsing XML instance, which verifies if it is formatted as defined in
Document Type Definition associated witch that document. XML does not only
show the contents of data but also the constrains and relationship between data [6].
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Described in [1] XACML is a general-purpose access control policy language. It
provides syntax defined in XML for managing access to resources. There are
some other languages for access control systems, but some points are in favor for
XACML [2]:

• it's standard, therefore it is used by other developers and can be easily
understood by them,

• it's generic, which means it is platform-independent and can be used in any
environment,

• it's distributed - one policy can be referred to other policy kept in other
locations,

• it's powerful, which means it can be extended for example to other standards
like LDAP.

The root of all XACML policies is made of Policy or a Policy Set. Policy is a set
of rules representing single access control policy. A Policy Set is constructed from
other policies or policy sets. Access control system is composed of following
items:

• Policy Administration Point (PAP) - unit in which policies and policy sets are
created,

• Policy Decision Point (PDP) - entity that makes decision point based on
evaluated policies,

• Policy Enforcement Point (PEP) - performs access control, by making
decision request and authorization decisions,

• Policy Information Point (PIP) - source of attribute values.

Main elements of the XACML syntax:

• <Policy> - entity which is presented to PDP for evaluation

• <Target> - identifies set of decision requests

• <Subjects> - identifies whom requests concerns

• <Resources> - identifies resources in the system to which access is asked for

• <Rule> - identifies individual rule in the policy

• <Condition> - a boolean function over subject, resource, action, and
environment attributes.

• <Actions> - identifies actions to be taken

• <Apply> - applies a function to its arguments
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Figure 1 presents a sample policy written in XACML. This policy says that it only

applies to requests for the resource "Printer" and it permits to access this resource

only if subject does log in.

<Policy PolicyId="SamplePolicy">
<Target>
<Subject>
<AnySubject/>

</Subject>
<Resources><ResourceMatch Matchld="string-equal">
<AttributeValue>Printer</AttributeValue>

</ResourceMatch Matchldx/Resources>
</Target>
<Rule RuleId="LoginRule" Effect="Permit">
<Target>

<Subject> <AnySubject/> </Subject>
<Resources><AnyResources/></Resources>
<Actions><ActionMatch Matchld="string-equal">

<AttributeValue>login</AttributeValue>
</ActionMatchx/Actions>

</Target>
</Policy>

Fig.l Sample X A C M L policy.

3 Certificate Based access control
It is possible to extend proposed access system with certificates, attribute

certificates and use conditions. In order to assure compatibility of access control
system and certificate service XML will also be used. XML Signature Standard
described in [4] proposes standard for representation of X.509 based certificates
and attribute certificates in XML. There is also related work concerning RBAC
Policies in XML for X.509 certificates described in [3].

Certificate Based Access Control System described in [8] and [9] is made of
three main units:

• policy management point,

• certificate service,

• domain server.

Simplified system architecture is shown in Figure 2. All system information are
stored in LDAP service {Lightweight Directory Access Protocol) e.g. system
structure ,domain hierarchy. The management concole is uded for assigning roles
and policies or policy sets to subjects. Policies and policy sets are written in a
policy editor. Policy editor and management console use domain browser to
simplify system management. Policy management system uses data stored in
LDAP service and Certificate service to make responses to access requests send
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by the subject. Policy management system uses external Certificate Authority to
validate certificates of users unknown to the system.

Policy management

Fig.2 Certificate based access control system architecture

Policy management system is described below.

4 Communication protocol

Based on data flow diagram presented in [1] we have introduced
certificates, attribute certificates and use conditions to create certificate based
access control system. It allows to sing access request send by the subject, as well
as policies and policies sets defined by stakeholder. Users certificates are used do
verify his/her authenticity and attributes.

We have introduced Validation service, which is responsible for validation of
all request (e.g. request authorization, policy authorization). It is important to
ensure security for the system, therefore at the beginning of each session
communication between services will be established. During this a key pair will
be generated for each of the services. The mechanism is presented below.
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7c. environment attributes,
certificates, CRL's and
other data needed for
validation process

Fig. 3. Modified Policy management system for Certificate based access

control

Presented in Figure 3 model operates as follows:

1. Policy Administration Point (PAP) defines policies and policy sets. These
are signed with his private key, therefore if intruder tries to define his
policies which would allow him to access system resources they would
be rejected because only authorized useres can define policies or policy
sets.

2. Policy Definition Point (PDA) sends policy or policy set authorization
requests along with its signature to validation service, which then verifies
if policies were issued by authorized subject. Policy authorization request
syntax is presented in Figure 4.

<xs:element name="AuthRequest" type="xacml-context:RequestType"/>
<xs:complexType name="RequestType">
<xs:sequence>
<xs:element ref="xacml-context:PolicySet"/>
<xs:element ref="xacml-context:Policy"/>
<xs:element ref="xaxml-context:Signature"/>

</xs:sequence>
</xs:complexType>

3.

Fig.4 Policy authorization request syntax

At the begining of each session PDP and Validation service generate a
key pair for communication. For policy or policy set received in
authorization request, validation service creates unique MAC, which is
then send back to PDP. MAC is generated from the validation result with
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Validation serwice key. PDP generates own MAC value from its own key
and then compares it with MAC received form Validation service. If they
are the same, the policy or policy sets are valid and are added to policy
definitions stored by PDP. Policy authorization response syntax is
presented in Figure 5.

<xs:element name="AuthResponse" type="xacml-context:ResponseType"/>
<xs:complexType name="ResponseType">
<xs:sequence>
<xs:element ref="xaxml-context:MAC"/>

</xs:sequence>
</xs: complexType>

Fig.5 Policy or policy set authorization response syntax

4. Access requester sends signed access request to policy enforcement point
to grant an access to a specific resource. Access request contains a
unique number to prevent resending authorization request by intruder.
PEP stores unique numbers from each received policy, therefore, if
intruder resends captured policy it will be rejected by PEP. Signed access
request context syntax is presented in figure 6.

<xs:element name="Request" type="xacml-context:RequestType"/>
<xs : complexType narne= "RequestType">
<xs:sequence>
<xs:element ref="xacml-context:Subject" maxOccur="unbounded"/>
<xs:element ref="xacml-context:Resource"/>
<xs:element ref="xacml-context:Action"/>
<xs:element ref="xacml-context:Environment" minOccurs="0"/>
<xs:element ref="xacml-context:Signature"/>
<xs:element ref="xacml-context:UniqueNumber"/>

</xs:sequence>
</xs:complexType>

Fig.6 Singed access request context syntax

5. Policy enforcement point sends request to context holder.

6. Context holder sends query to policy information point to gather required
information about surrounding, that is: the resource, environment,
validation data.

7. Policy information point receives: subject's attributes and certificate from
certificate service send by environment, environment attributes, resource
attributes and use conditions. If subject is unknown to the system, local
certificate service receives it's certificate from external Certificate
Authority. Local certificate service also gathers information required for
validation, e.g. CRL's.

8. Policy information point sends gathered information to context handler

9. Resource send it's information to context handler
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10. Context handler sends target, subject's attribute and certificate,
environment attributes, and resource use conditions, attributes and other
required validation information to policy definition point

11. Policy definition point verifies received information by sending request
to certificate service.

12. Validation service sends response MAC back to policy definition point.

13. If policy definition point generated MAC is the same as received from
validation service it sends it's positive decision to context handler if not,
negative decision is sent.

14. Context handler sends its response to policy enforcement point

15. Policy enforcement point sends its obligations to obligation service,
which then grands access to subject if decision was positive, or denies to
grant access for negative decision made by PDP.

Presented signed policy context syntax includes types specific for certificate based
access systems, which could follow XML - signature standard.

5 Sample policy

Presented in Figure 6 sample policy example for resource 'printer'. Its
target says, that the policy applies only for the server called 'printer'. The policy
has a rule, which specifies, that a subject has to have valid attributes to be able to
print on this target (printer).

There are many credentials that could be included in a single policy. For
example it could be certain time of the day, when user can use the target. It could
be use conditions (e.g. user having certain attributes can have video conference if
available transfer rate is grater than 1 Mb/s).

Presented in Figure 6 samples contains specific information:

Lines 002 - 009: specifies policy target

Lines 003 - 005: specifies subject for target, any subject in this case

Lines 003 - 008: specifies resource of target, a Printer

Lines 010 - 024: specifies a rule in policy

Lines Oil - 023: specifies a target for rule
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Lines 012 — 018: specifies rule's subject, in this case any subject who will give

valid Attributes

Lines 019 - 019: specifies resources for role - all resources in target

Lines 020 - 022: specifies what actions shuld be taken for the role - authentication

001: <Policy PolicyId="SarapleAuthorizationPolicy">
002: <Target>
003: <Subject>
004: <AnySubject/>
005: </Subject>
006: <Resources><ResourceMatch Matchld="string-equal">
007: <AttributeValue>Printer</AttributeValue>
008: </ResourceMatch Matchld></Resources>
009: </Target>
010: <Rule RuleId="GetAttributes" Effect="Permit">
Oil: <Target>
012: <Subject>
013: <SubjectMatch MatchId="GetAttributes">
014: <Apply>
015: <Apply Functionld="subject-get-attributes"/>
016: </Apply>
017: </SubjectMatch>
018: </Subject>
019: <Resources><AnyResources/x/Resources>
020: <Actions><ActionMatch Matchld="string-equal">
021: <AttributeValue>authenticate</AttributeValue>
022: </ActionMatchx/Actions>
023: </Target>
024: </Rule>
025: </Policy>

Fig. 6. Sample Authorization policy.

6 Conclusion and further work

In the paper we have shown, that combining of XACML and XML signature
standard can lead to specification of high level, powerful certificate based access
control language. The protocol for the communication can be very effective and
errors prove. By introducing certificates to role based access control high
flexibility can be achieved. Not only users known to the system can be authorized
and authenticated, but also users from un-trusted sources, who are not known to
the system. Public Key Infrastructure and Privileged Management Infrastructure
can achieve this.

The detailed implementation of presented protocol is the next step. All certificate
services will be implemented using OpenCA. Open LDAP will be used to store
network information. XACML allows us to specify policy and policy sets and
XML Schema for signature all required information for validation services.
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Abstract: This paper introduces a new concept for memory testing based on
transparent memory tests in terms of pattern sensitive faults detection with
different address order generation technique. It is commonly known, that only
march tests can be in use now to test modern memory chips. Every march test
algorithm can be applied in different ways and still be effective to detect target
faults. Using properties of Degrees of Freedom in march testing [6] such as
address changing, we can detect Pattern Sensitive Faults (PSF). Combination of
march tests with proposed technique allows us to detect all memory faults,
including PSF, with a high probability. Used tests are more effective and in many
cases, experimental studies even show a higher efficiency of use of simple march
tests in connection with proposed technique.

Keywords:memory testing, pattern sensitive faults, march tests

1 Introduction

Testing semiconductor memories is becoming a major cost factor in the
production of modern memory chips; hence the selection of the most appropriate
test, technique and particular set of fault models become increasing importance. In
addition, tests with high defect coverage for realistic faults and with an acceptable
test length are required.

Modern computer systems typically contain a variety of embedded memory arrays
like caches, branch prediction tables or priority queues for instruction execution
[4]. Fault free memory operations are crucial for the correct behaviour of the
complete system, and thus, efficient techniques for production testing as well as
for periodic maintenance testing are mandatory to guarantee the required quality
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standards. However, advances in memory technology and in system design turn
memory testing into more and more challenging problem.

1.1 Classification of memory faults

We can divide memory faults on the bases of a number of cells being faulty into
one-cell faults (e.g. stuck-at faults, transition faults) and multiple cells faults (e.g.
coupling faults), which are more difficult to detect. The general case of fault
belonging to the second group is Pattern Sensitive Fault (PSF). A cell (base cell) is
said to have a PSF if its value gets altered as a result of certain pattern of Os and
Is, 0->l transition, or l->0 transition in a group of other cells called the cell's
neighborhood. Three types of PSFs can be distinguished:

Active PSF: the base cell changes its contents due to a change in the
neighborhood pattern. This change consists of a transition in one neighborhood
cell, while remaining neighborhood cells and the base cell contain a certain pattern

Passive PSF: the content of the base cell cannot be changed due to a certain
neighborhood pattern.

Static PSF: the content of a base cell is forced to a certain state due to a certain
neighborhood pattern

Pattern Sensitive Faults arise primarily from the high component densities and the
related effect of unwanted interacting signals. As a RAM density increases, the
cells become physically closer, and PSFs become the predominant faults.
Moreover, other faults classes such as stuck-at faults, transition faults and
coupling faults can be regarded as special types of PSFs. Because of address line
scrambling, done to minimize the silicon area and the critical path length, the
effective detection of pattern sensitive faults depends on having scrambling
information [2]. However this information may not always be available. It may not
be published by producers of memory or it can undergo changes (ex. for
reconfigured RAM, after reconfiguration, the logical neighborhood of the memory
cells may no longer be same as physical neighborhood). That is why it is not
always possible to use tests, which take advantage of scrambling information. In
this paper we propose to use properties of Degrees of Freedom in march testing
and march tests to detect PSF [6]. The suggested technique is based on transparent
march tests with different address order based on LFSR (Linear Feedback Shift
Register) generation technique. We use the most commonly applied tests in the
process of memory testing. Their main advantages are as follows:

• high fault coverage;

• linear complexity - O(N), where N - memory size
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Moreover these tests can be easy transformed into transparent tests according to
[3]. It enables us to use them in a cyclic transparent memory test with different
address order.

2 Detection of pattern sensitive faults with address
changing

According to [7] it can be stated that all march tests that cover Coupling Faults
cover SAFs and TFs too. It should be noticed that CFs can be regarded as special
types of PSFs Therefore it can be stated that the relation (1) is true.

P(SAF)>P(TF)>P(CF)>PF(PSF3)>P(PSF5)>P(PSF9) (I)

where P(F) - probability of detection of fault F, and PSFn = minimum
(P(APSFn), P(SPSFn),P(PPSFn)).

According to (1) if we say that a probability of detection of PSF3 by certain test
equals P, this means that the same test detects SAFs, TFs and CFs with probability
at least equal P too [8].

2.1 Generation of "orbit"

When we change a content of memory cells, the different multiple faults can be
activated, and part of faults will not be activated. In such case, some multiple
faults will be activated during the generation of k+1 states in k cells. Studying the
efficiency of memory systems tests, we have to take under consideration
complexity of generating all 2k combination for k memory cells, which is an
essential, and in many cases sufficient condition, which allow us to detect
different multiple faults given by a parameter k. To present above mentioned
statement, MATS test [1] {tl(ra,wa*); $(ra*)} is going to be considered. Let's
take four memory cells (k=4) with addresses X, ju, v, n and increasing address
order. Let's mark it as: ah aM, a^ an,ax e{0,l}, i e fX,ju,v,7r}, a* is a complementary
value of dj. As a result of one-time use of MATS test, we obtain five different
states in four cells:

a?.
ax*
ax*
ax*

H
aM

a /
a *

av
av

av

a*

â
a*
a*
a_

Fig. 1. Five different states after use of MATS test.
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In case of address order changing, following example present this situation. Let's
take four memory cells with addresses X, ju, v, n (address order: fi—>A,->7C—>v) and
initial states a^ aM, av, an, a{ e{0,l}, i e {X,ju,v,7r}, a* is a complementary value of
a,-. As a result of one - time use of MATS test, we get five different states in four
cells:

ax
ax
ax*
ax*
ax*

aji

a /
a /
a,*
a,*

av
av

av

av

av*

a*
an
â
a.*
an*

F/g. 2. Five different states after use of MATS test with different address order.

When we consider the case of memory test phase with one read operation, during
one phase, k-memory cells run through k different patterns. Let's define this set of
patterns as an "orbit". We can get different orbits as an effect of:

• initial state changing - using 3r Degree of Freedom (DOF): if the march
test is built symmetrically, the data written to the cells can be changed
completely [6];

• address order changing - using 1st and 2nd DOF: the address sequence can
be freely chosen as long as all addresses occur exactly once and the
sequence is reversible (1st DOF); the address sequence for initialization
can be freely chosen as long as all addresses occur at least once [6];

• using more complex march tests.

The following statements are true for orbits (O).

Statement 1: There are 2k distinct orbits for 2k initial states in k arbitrary memory
cells.

Statement 2: In one orbit O different patterns exist.

Statement 3: There are no two identical orbits Ot and O} with the same patterns
for different initial states i i- j .

Statement 4: The minimum number minj(O) of orbits received as a result of
background changes, essential to obtain all possible 2k patterns should satisfy to
the inequality:

min}(0) > , k = 1,2,3, ... (2)

Statement 5: There are k! different orbits for k arbitrary memory cells with
constant initial state and random address order.
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For larger values of k, quantity of orbits generated during address order changing
is significantly bigger than a quantity of orbits obtained during background
changing. Except this, we should add, that in case of address order changes, in
every orbit the first and the last patterns are the same.

For example for k=3 we have 6 different orbits:

0
1
1
1

oo
1-2-3
0
0
1
1

0
0
0
1

0
1
1
1

01
1-3-2

0
0
0
1

0
0
1
1

0
0
1
1

02
2-1-3

0
1
1
1

0
0
0
1

0
0
0
1

03
2-3-1

0
1
1
1

0
0
1
1

0
0
1
1

04
3-1-2

0
0
0
1

0
1
1
1

0
0
0
1

05
3-2-1

0
0
1
1

0
1
1
1

Fig. 3. Six different orbits for k=3 cells.

Statement 6: There are different patterns in specific orbit O.

Statement 7: Do not exist two orbits O, and Oj with the same patterns.

Statement 8: The minimum number min2(O) of orbits received in result of
address order changes, essential to obtain all possible 2k patterns should satisfy to
the inequality:

min2(O) >
(2*-2)

k-\
,k = 2,3,4, ... (3)

Proofs of above mentioned statements are presented in [9].

2.2 Memory cell address generation technique

During the studies of efficiency of march test with reference to PSF, we have to
consider two different ways of address changing:

• Random address order

• Address order based on LFSR.

First approach consists on use of march test 2" times with different address order,
put in random way. In the second approach, testing session consists of one-time
use of march test, while each test phase was performed 2" times longer according
to addresses generated by LFSR.

Address order generation for 4 cells memory with LFSR is presented on the figure
4.
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Fig. 4. Address order generation with LFSR for k = 4 memory cells.

Polynomial degree is calculated according to equation (4):

d = log2N + n (4)

where N is a memory size and n is a number, which extend the polynomial degree
and allows us to generate more addresses, and repeat testing procedure in a cell,
which was already checked. We can use polynomial with higher degree to
generate addresses, which was already visited and check each cell again (number
of repeated addresses depends on polynomial degree). When we consider the
number of polynomials used to generate addresses, following situations are true.

When we use 2 polynomials with degree n, we generate twice different address
order and we have to remember it. Instead of this situation, we can use one
polynomial with n+1 degree, and generate all addresses only once. The same
situation is with 4 polynomials with degree n. We have to use four different
LFSR's and remember four different address orders. Otherwise we can use a
polynomial with n+2 degree and use it only once and generate all addresses 4
times.

In our experiment we compared the efficiency of memory march testing with the
first addressing technique (random address order) to the efficiency of memory
march testing with the second addressing technique (with extended LFSR).
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3 Experimental results

It is commonly known, that all march tests detect some percentage of complex
faults. Obviously, using only one test many times with different initial conditions,
we can detect all or the very high percentage of faults.

Evaluation of efficiency of multiple use of test can be checked on example of
Pattern Sensitive Faults, because all simple faults can be detected with one-time
use of test. In our experiment we randomly change an address order once with
random generation, twice with LFSR generation.

To present above mentioned experiments, MARCH LA and MATS ++ tests [1]
were considered.

Table 1 shows probability of SPSF5 detection in different iterations, depending on
random address changing.

No. of
iterations
1
2
4
8
10
15
20
40

Probability of SPSF5 detection
March LA
0,269600
0,461075
0,672288
0,871575
0,919250
0,967487
0,986237
0,999587

March C-
0,284500
0,467138
0,692788
0,873488
0,919750
0,973375
0,990200
0,999688

Mats++
0,128200
0,217100
0,316000
0,460700
0,500337
0,550275
0,569100
0,627387

Tab. 1. Probability of SPSF5 detection, depending on random address changing
and the number of iterations.

Above presented results shows, that the probability of detection PSF is relative
high after only a few iterations.

Next experiments based on comparison of tests with random addresses and LFSR
addresses were realized. Results obtained from those experiments show growth of
efficiency of tests with LFSR addressing technique. Comparison of results for
MARCH LA and MATS++ is presented in table 2.

No. of
iterations

2
4
8
16
32

Probability of SPSF5 detection
March LA
Random addr.
0,43925
0,65170
0,84461
0,96605
0,99695

LFSR addr.
0,44443
0,69785
0,90065
0,99095
0,99975

Mats++
Random addr.
0,22405
0,35645
0,54985
0,74355
0,85855

LFSR addr.
0,30085
0,57005
0,82885
0,97483
0,99932
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64 0,99985 0,99998 0,90115 0,99998

Tab. 2. Probability of SPSF5 detection by March LA and MATS++ test using random and
LFSR addressing

Figure 5 shows growth of efficiency of MATS++ test (in %) where LFSR
technique was used. Similar results were obtained for other tests.

0 4 8 12 16 20 24 28 32 36 40 44 48 52 56 60 64

Fig. 5. Growth of efficiency of MATS++ test with LFSR address generation.

4 Conclusions and future researches

In this paper new approach to addresses generation in transparent march tests have
been presented. According to obtained results it can be said that it is better to one-
time use of test, while each test phase is performed 2" times longer, then use of
march test 2n times with different address order put in random way. Moreover,
with comparison to random addresses order technique schemes, presented
approach can significantly reduces hardware overhead and at the same fault
coverage.

The goal of future researches is to propose a new algorithms and techniques for
memory addresses generation. The memory address A with the width m consist of
m bits, so A=ala2a3...am, where ai e {0,1}. According to the address algorithm
we can get entire set of all 2m addresses.

There is the strong requirement to generate all addresses in arbitrary order and the
same seqence of addresses in inverse order for the memory test implementation.
There are some traditional approaches such as:
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1. Counter sequences

2. LFSR based sequences

3. Gray code sequences

4. Other combination of traditional solution 1,2,3.

In the future work we will investigate the problem of the different address
sequences generation based on various techniques.
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Abstract: This paper focuses on software watermarking techniques and
analysis of the executable code statistical characteristics as a
mean of watermark embedding. As an application, several new
approaches for executable code watermarking based on
statistical characteristics variations have been proposed.
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1 Introduction

The problem of protection of the software developer's right exists for many years
already. First of all, this problem concerns applications available to users over the
Internet. Violation of authorship may be caused by such actions as decompiling
and reverse engineering. In most cases the goal of these attacks is gaining
commercial edge over use of application's key algorithms in another software
product. Thus, pieces of original application could be reused. In order to detect
such cases of authorship violation in the field of digital images authorship
protection, the technology named "digital watermarking" is used. Similar
approaches haven't been achieved wide recognition in the field of software
authorship protection yet, but this approach of development the software
protection tools looks quite optimistic [1,2].
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2 Software statistical characteristics analysis

Main problem that appears during software watermarking is requirement to use
only such transformations, which wouldn't change characteristics of original
software modules such as executable code size and time of execution (time and
space penalty).

The key idea of our proposal is based on statistical characteristics of executable
code. In other words, watermark will be hidden as one of program statistical
characteristics variations [3]. In order to estimate the capabilities of statistical
characteristics to be used for watermarking we analyzed large amount of
applications created for Win32 platform.

We were looking for statistical characteristics of program code, which are
independent on program functionality and designated by such conditions as
architecture of program execution environment, syntax correctness and
performance requirements. Such characteristics are: the probability of certain
instruction appearance, the probability that considered instruction will be followed
by certain instruction, an average distance between the same instructions in a
program code. Further we will focus on these characteristics.

The frequency of instruction was the first of program characteristic, which was
taken for consideration. Fig. 1 shows distribution of frequencies of appearance of
20 most often used assembler instructions obtained from 3 different DLL
(Dynamic Link Library) modules.
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Fig. 1. Frequencies of assembler instructions

Distribution shown in Fig. 1 is strongly irregular. The most frequent operations for
Intel x86 series assembler code are: data transfer commands (mov), unconditional
control flow (jmp), procedure call (call), pushing values to stack (push).
Experiments show, that this consistent pattern keeps constant for other analyzed
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programs with small deviations (Fig.l). This fact allows to make an assumption
that frequencies of assembler instructions in general depend on program execution
environment architecture.

We also analyzed dependence between the number of different commands and the
total number of commands in program module. All modules were split on three
groups: modules, which contain small number of commands; modules with
intermediate number of commands; modules, containing large amount of
commands. Each group was split on subgroups by such property as the number of
different assembler instructions (size of alphabet). We determined that the most
frequent combinations among the programs chosen for analysis were: small
modules with small alphabet, modules with intermediate size and alphabet, big
modules with large amount of different instructions. In all further experiments we
used members from all three mentioned above sets.

We composed an alphabet containing 135 different instructions and assigned an
index to each of them. Further, we calculated an average value of this index (mx).
Such calculations were performed for about 40 modules (.exe and .dll). Results are
shown in Fig. 2.

70 i

66

64

62

60

56

100000 200000 300000 400000 500000

Module length

Fig. 2. Dependence between mx and total number of commands in module

Obtained experimental data allows us to make conclusion that parameter mx has
no strong dependence on program functionality and varies in certain interval.
Bounds of this interval are getting closer when the total number of instructions in
program is growing. This consistent pattern related to parameter mx is also
observed when instead of analysis of the entire program (TV instructions) we
analyze the subset containing randomly chosen L instructions. Fig. 3 shows
corresponding dependencies for L=N, L=N/\0 and L=M100 obtained for 18
program modules.
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Fig. 3. Experimental dependency between mx and program length obtained for
entire program, 10% and 1% of its instructions

Experimental results let us to make conclusion that value of parameter mx

calculated for subset of program instructions also varies in certain interval.
Experiments showed that for L=N/\00 the value of mx varies in interval 55-95 .

Experiments showed that analysis of even 1 per cent of program instructions
shows existence of consistent pattern. An important issue is determining of
minimum UN ratio when subset analysis remains reasonable. This is necessary for
advisability estimation of different based on statistical characteristics watermark
embedding methods. There is also an important question related to minimal size of
watermarked program and minimal size of instructions alphabet used in it.

One more statistical characteristic of executable code is its autocorrelation
function. Lets consider two programs: P and P\ Program P' is obtained from P by
cyclical shift of its commands k times. Now if we compare P and P' and count
coincidences of commands having the same positions - we will obtain certain
value S(k). Thus, if we will consider mentioned above instruction indices as an
elements of random sequence, then S(k) will describe its autocorrelation function.
Fig. 4 shows an experimental dependency between shift value k and relative
coincidence value Sn(k)=S(k)/N, where N is program length.
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Fig. 4. Experimental dependency Sn(k) computed for 7 arbitrary taken programs

Experiments showed that starting with certain shift distance the percentage of
coincidences remains approximately constant. For considered Win32 application
we obtained the value of Sn(k) about 12 per cent for k grater than 2000.

We assumed, that such statistical characteristics as percentage of instruction
coincidences calculated for certain shift value k also can be considered as
parameter that keeps approximately constant value independently on program
functionality. In order to check this assumption we analyzed over 40 Win32
program modules and calculated for each module the value Sn(k) for &=2000.
Minimal size of studied module was about 700 commands and maximum - over
490.000. Obtained results shown in Fig. 5.

Fig. 5. Dependence between 5nf/c)and module size for shift value k equal to 2000
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Experimental data allows assumption that starting with program module size
grater than, for example, 100.000 commands Sn(k) varies in a fixed interval (0,1 -
0,2). Thus, if we analyze enough large amount of program modules, we can
experimentally determine an interval of values in which parameter Sn(k),
calculated for arbitrary program, will be enclosed with high probability. Hence,
Sn(k) can be considered as one more statistical characteristic that remains
approximately constant independently of analyzed program functionality.

3 Proposed watermarking algorithms
Given above results of experiments show that some statistical characteristics of
program executable code have weak dependence on program functionality. This
fact will be used for program watermarking. As the basis of all described below
watermarking methods we propose to use the modifications of program statistical
characteristics. Very similar approach is used in classical algorithm for raster
images watermarking called "Patchwork" [4].

This approach is based on fact, that for any quite large number of randomly
selected image pixels an average difference between the two selected in series
pixels brightness (Lah) is approximately equal to zero. The watermark is embedded
by increment or decrement of some pixels brightness. The pixels whose brightness
will be changed are selected using pseudorandom generator. The goal of these
modifications is reaching of significant difference between new value of an
average Lab and the old one for considered set of pixels called "patch". Following
steps checks the existence of certain watermark:

I. Using the secret key as initial seed for pseudorandom generator the coordinates
of pixels, which belong to patch, are generated in the same way like it was done
for watermark embedding;

II. For selected pixels an average Lab is computed;

III. If obtained Lab value is equal to zero, than the watermark is not exists,
otherwise - the image contains watermark.

Use of other keys for watermark extraction will result selection of completely
different pixel sets, which were not modified and has standard value of an average

Lab-

In order to adopt this approach for software watermarking we need to choose
assembler code statistical characteristic, which can be used in the same way as Lah

in "Patchwork". Value of this characteristic must be constant or vary in known
interval (like Lab for raster images) for any arbitrary taken program [5]. Modifying
this statistical characteristic we embed in a program a special sign, (watermark),
which existence will in future help to prove the program ownership and determine
its origin.
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3.1 Use of command frequencies distribution

Experimental data reflected in Fig. 2 and Fig. 3 point to the fact, that an average
instruction index (mx), which is calculated for any quite big program, has value,
which varies in certain interval. Thus, for any arbitrary selected program we can
state with certain probability, that calculated for this program mx value will be
enclosed in, for example, interval equal to 60-80. Fig. 3 shows that the same
consistent pattern is observed when instead of the entire program analysis we
consider only certain pseudorandomly selected subset of L commands (L«N).

The key idea of proposed approach consists in modification of only such
commands, which belong to L. The positions of these commands are generated by
pseudorandom law using secret initial seed. Such modifications will affect
instruction frequencies and therefore change m\ (an average index of instructions,
which belong to L), but mx variations, which will be caused by them, will be
undistinguishable. Watermark is embedded when absolute difference | mx - m'x | is
grater than some value £. Hereby, because the positions of commands
constituting L are computed using secret key, the watermark can be detected only
by the person why knows this key.

3.2 Use of autocorrelation function

Our experiments showed, that for quite long shift distances (but less than program
length divided by two) an average program has coincidences percentage about 12-
15 % [6]. We propose to embed the watermark by means of program semantics-
preserving transformations (instruction substitutions or instruction reordering).
The goal of these modifications is to transform the program is such a way that its
further pseudorandom modifications (using certain initial seed) will result
extraordinary S(k) values for certain shift distances. Mentioned above initial seed
is kept in secret and therefore the watermark cannot be extracted without
knowledge about its value.

4 Conclusions
In this paper the capabilities of statistical characteristics use for software
authorship protection are shown. In particular, an implementation of adopted
variant of "Patchwork" algorithm is considered. An assembler code
autocorrelation function is shown as one of program statistical characteristics,
which can be used for watermark embedding.
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Abstract: Survivability is the ability of system to continue operating in the presence of
failures or malicious attacks [4]. We present an original method for performing
probabilistic analysis of survivability of network systems. We can simulate failures and
intrusion events in our method and then observe the effects of the injected events. Our
model is based on Markov Decision Processes which are generalization of Markov Chains
and provides the analysis of probabilistic measures for network systems, such us:
probability that a service that has been issued will be finished or the expected time it takes
a service to finish. We illustrate the idea of our techniques by a simply example.
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1 Introduction

Survivability is the ability of system to continue operating in the presence of
failures or malicious attacks.

Network systems, which are recently used, are exposed on a lot of accidental
failures (e. g. a disk crash) and malicious attacks (e.g. denial of service attack).
Disruption of services caused by such undesired events can have catastrophic
effects, in particular if network system serves medical application.

A network system consists of nodes and links connecting the nodes.
Communication between the nodes occurs by passing messages over the links. An
event in the system can be either a user event, a communication event, or a fault.
A service is associated with a given start event and an end event.

Our method can be used by the system architect to simulate the effect of a fault or
to count probability that a service that has been issued will finish or expected time
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it takes a service to finish. With this information, the architect can weigh some
decisions related to survivability of the designing system.

Survivability analysis is fundamentally different from analysis of properties found
in other areas (e.g., algorithm analysis of fault-tolerant distributed systems,
reliability analysis of hardware systems and security analysis of computer
systems).

First, survivability analysis must handle a broader range of faults than any of these
other areas; we must minimally handle both accidental and malicious attacks. Our
method allows an architect to incorporate any arbitrary type of fault in the system
model.

Second, events may depend on each other, especially fault events. In contrast, for
ease of analysis, most work in the fault-tolerant literature makes independence
assumption of events.

Third, survivability analysis should also be service dependent. The architect for a
network system might choose to focus on the one select service as being critical,
although the system provides other services.

Finally, survivability analysis deals with multiple dimensions. It simultaneously
deals with functional correctness, fault-tolerance, security and reliability.

2 Formal Model
Model checking for our method is based on Markov Decision Processes (MDP)
[1]. MDPs are a generalization of classic Markov chains, where the transition
probabilities depend on the events in the history. A MDP is a 4-tuple <5, A, P, c>
where: S is a finite state space; A is a finite set of actions. P are transition
probabilities, where Psas, is the probability of moving from state s to s' if action is
chosen; c:(SxA)-^^i is the immediate cost, i.e., c(s,a) denotes the cost of
choosing action a at the state s. For a state se S, A ( s ) c A is the set of actions
available at state s.

History at time t (denote by ht) is the sequence of states encountered and actions

taken up to time t. A policy u takes into account the history ht and determines the

next action at time t. Specifically, ut\a\ht) is the probability of taking action a

given history ht. A policy u defines a value function V'4 : S —> 9^, where Vu(s)

is the expected cost of the actions taken if the MDP uses policy u and starts in

state s (the cost c is used to define expected cost). The technical definition of Vu

can be found in [1], Our aim is to find a policy that minimizes the value Vu.



Information Processing and Security Systems 237

3 Description of method
In this section we provide a detail overview of our model, illustrating it with a

very simple example. We consider an abstract model of exchange of secret
information system, depicted in Fig. 1. There are three levels of organizations: the
Agents on the bottom, the Contact Boxes and the Central Agencies at the top. If
two Agents are connected to the same Central Agency, then the exchange of secret
message between them are handled by the Contact Box; there is no need to go
through the Central Agencies. To illustrate the architecture, suppose the Agent-A
sends the secret message to the Agent-C. Because of Agents A and C have a
different Contact Box, the message must be verify by the proper Central Agency.

Agent-A and Agent-C are not connected through the same Contact Box, so the
message is then sent to the Contact box connected to Agent-A. In this case, let's
choose Contact Box I.

1. The message is sent to the Central Agency closest to Contact Box I, in
this case Central Agency II.
The message is then sent to the Central Agency that has jurisdiction over
Agent-C, in this case Central Agency II.
The message finally makes it way to Agent-C through the Contact Box
III.

We now present details of each step in our method illustrating them with the
above example.

2.

3.

Agent- B

Contact Box I

1
1

Central Agenc>

Contact Box

' I

II Contact Box

1
1
I

Central Agency II

III

Legend:

Xi

links that can be faulty,
links that can not be faulty
two possible tracks for message from Agent -A to Agent- C,

links between Agent-X and Contact Box i (Al, A2, Bl, B3, C3).

Fig. 1 Secret Information System
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3.1 Model of Network

First, the architect models a network system, which can be done using one of
many formalisms. We choose to use state machines and we use them to model
both network nodes and links. We use shared variables to represent
communication between the state machines.

In our secret information system example, we use state machines to model the
Agents, the Contact Boxes, the Central Agencies and links. We make some
simplifying assumptions in the model of our system:

1. There is only one secret message active at any time.
2. The name of source and destination Agents are decided

nondeterministically.

3.2 Assumptions for Faults

Both links and nodes may be faulty. With our state machine of the network
system, we need not make a distinction between nodes and links when considering
faults.

To represent faults in our method, for each state machine representing a node, we
introduce a special variable called fault, which can range over a user-specified set
of symbolic values. For example, the following declaration states that there are
three modes of operation for a node, representing whether it is in the normal mode
of operation, failed, or compromised by an intruder: fault ={ normal, failed,
intruder}.

In our secret information system example, we inject the following faults:
1. Links between the Agents and the Contact Boxes are the only network

elements that can be faulty. The Central Agencies and the Contact Boxes
do not fail.

2. When a link is faulty, it blocks all messages and no message ever reaches
the recipient.

3. Links may become faulty at any time. Therefore, we allow a
nondeterministic transition to the state where fault is equal to failed. The
intruded value is not used in this case.

4. Agents can sense a faulty link and route the message accordingly.
5. A service is associated with a start event (e.g. Agent sends a message to

any other Agent) and an end event (e.g. Agent receives a message from
any other Agent).

On the base of the above assumption we can conclude that the Central Agencies
are impenetrable and links between them are highly reliable and secure.

Under the normal mode of operation, the Agent receives (nondeterministically) a
message with its source address. Depending on the destination address of the
message, the Agent either clears it locally or routes it to the appropriate Contact
Box. For example, if a message from Agent-A to Agent-B is sent, then it is first
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sent to the Contact Box I and then sent to the Agent-B. On the other hand, the
message from Agent-A to Agent-C has to clear through the Central Agency (as in
Fig. 1). If an Agent is faulty, then message are routed arbitrarily by the intruder.
Agent can then at any time nondeterministically transition from the normal mode
to the intruder mode. Once the Agent is faulty it stays in that state forever.

3.3 Definition of Survivability Properties

We focus on two classes of these properties: fault and service related. We use CTL
(Computation Tree Logic) [9] to specify survivability properties.

1. Faulty Related Properties: It is not possible for a node N to reach a
certain unsafe state if the network starts from one of the initial states. The
precise semantics of an unsafe state depends on the application. For
example, if a node represents a computer protecting a critical resource, it
could represent the fact that somebody without the appropriate authority
has logged onto the computer. Let the atomic proposition unsafe state
represent the property that node N is in an unsafe state. We can then
express the desired property CTL as follows:

AG(-iunsafe) (1)

which says that for all states reachable from the set of initial states it is
true that we never reach a state where unsafe is true. The negation of the
property is

EF(unsafe) (2)

which is true if there exists a state reachable from the initial state where
unsafe is true.

2. Service Related Properties: Service issued always finishes. Let atomic
proposition start express that a service was started, and finished express
that the transaction is finished.

AG(start -> AF (finished)) (3)

The above formula expresses that for all states where a service starts and
all paths starting from that state there exists a state where the service
always finishes. For secret information system example, we would like to
verify that a message if sent is always eventually received.

The analysis of survivability properties can help identify the critical nodes in a
network system. Suppose we have modeled the effect of a malicious attack on
node N. Now we can check whether the desired properties are true in the modified
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network system. If the property turns out to be true, the network is resistant to the
malicious attack on the node N.

3.4 Generate Scenario Graph

We automatically construct scenario graphs via model checking. A scenario graph
is a compact representation of all traces that are counterexamples of a given
property. These graphs depict ways in which a network can enter an unsafe state
or ways in which a service can fail to finish. We can generate three kinds of
scenario graphs: Fault Scenario Graph, Service Success Scenario Graph and
Service Fail Scenario Graph.

First we describe the construction of Faulty Scenario Graph. We assume that we
are trying to verify using model checker whether the specification of the network
satisfies AG(—ainsafe). The first step in model checking is to determine the set of
states Sr that are reachable from the initial state. Next, the algorithm determines
the set of reachable states Sunsafe that have a path to an unsafe state. Then, we
construct the set Ru which consists of transitions between unsafe states. Faulty

Scenario Graph is G = \Sunsafe,Ruj, where Sumafe and Ru represents the nodes and

edges of the graph respectively.
messagelsSent (A, C) (start event)

P(up(A2))=2/3,

[1] transferOfMessage(A, CB2)

i
[1] transferOfMessage(CB2, CA2)

P(down(A2) & up(Al))=2/9

[1] transferOfMessage(A, CB1)

[1] transferOfMessage(CBl, CA1)

I
[3] transferOrMessage(CAl, CA2)

[2] transferOfMessage(CA2, CB3)

P(up(C3))=3/4

[1] transferOfMessage(CB3, C)
I
I

[1] messageIsReceived(C, A) (end event)

Fig. 2. A Simple Service Success Scenario Graph
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For services we are interested in verifying that service started always eventually
finishes. The Service Success Scenario Graph captures all the traces in which the
service finishes. The Service Fail Scenario Graph captures all the traces in which
the service fails to finish. These scenario graphs are constructed using a procedure
similar to the one described for the Faulty Scenario Graph.

The scenario graph shown in Fig. 2 shows the effect of link failures on the transfer
of message service with source address Agent-A and destination address Agent-C.
(Legend for Fig. 2: A, B, C - Agents; CB1, CB2, CB3 - Contact Boxes; CA1,
CA2 - Central Agencies). The start event is labeled as messageIsSent(A, C) in the
figure. The event corresponding to sending a message from location LI to L2 is
denoted as transferOfMessage(Ll, L2). We also denote link between Agent-X
and Contact Box n as Xn (Al, A2, Bl, B3, C3) (Fig. 1). The predicates up(Xn)
and down(Xrc) indicates whether link Xn is up or down. Recall that we allow
links to fail nondeterministically. Therefore, an event transferOfMessage(A, CB2)
is performed only if A2 is up, i.e., up(A2) is the pre-condition for event
transferOfMessage(A, CB2). If a pre-condition is not shown, it is assumed to be
true. Note that a fault in a link can also be constructed as an intruder taking over
the link and shutting it down. From the graph it is easy to see that a message is
received if link A2 and link C3 are up, or if link A2 is down and link Al and link
C3 are up.

3.5 Probabilistic Properties Analysis

We have now a scenario graph and we can perform reliability and latency
analysis. First, the architect specifies the probabilities of certain events of interest,
such as faults, in the system. We do not assume independence of events and
therefore we use formalism based on Bayesian networks [8]. Our scenario graph
with probabilities produces an MDP. Then using MDP we compute reliability and
latency by calculating the value function corresponding to the optimal policy.

First we calculate these properties for our example. We define probability event
Xn which corresponds to link Xn being up and -^Xn event which corresponds to
link Xn being down. Assume that event A2 is dependent on A1 and there are no
other dependencies. Let P(Al)=2/3 and P(C3)=3/4 where P(A\) and P(C3) are the
probabilities of link Al and link C3 being up. The probability of event A2
depends on the event Al, and we give its conditional probabilities as P(A2\ A\) =
2/3 and P(A2\ -Al) = 1/3 reflecting that if link Al is down, it is more likely that
link A2 will go down. If an event A depends on the set of two events Al and A2,
then we have to compute P(A\\AlrA2), P(Al\Aln-^A2), P(Al\-AlnA2) and
P(Al\-Aln-A2).

In our example, first we have to compute the probability of the two events A2 and
—A2nAl. These events correspond to events up(A2) and down(A2) & up(Al).
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P{-A2 n Al) = P{-A2\Al) • P(Al) - (l - P(A2|Al)) • P(Al) - -

We add these probabilities to the relevant edges of the scenario graph in Fig. 2.
Since we might assign probabilities to only some events (typically faults) and not
others, we obtain a structure that has a combination of purely nondeterministic and
probabilistic transitions. In our example, the architect might assign probabilities
only to events corresponding to faults. The user of the our example system still
nondeterministically sends message.

We now explain the algorithm to compute reliability and latency by first
considering a property about services. Let G be the Service Success Scenario
Graph. Now, the goal of the environment is to devise an optimal policy or
equivalently choose nondeterministic transitions in order to minimize reliability or
maximize latency. We define a value function V assigns a value V(s) for each state
s in the scenario graph. Next we describe an algorithm to compute the value
function V corresponding to this optimal policy. Later we explain how the value
function can be interpreted as worst case reliability and latency.

1. Initial step: V(s) = 1 for each step which has the property finished and
V(s) = 0 for others.

2. We compute V(s) separately for probabilistic and nondeterministic states
separately:

if s is finished state

V(s) =
sesucc[s)

< —» s') + V(s')) if 5 is probabilistic state
s'esncc{s)

In definition given above, succ(s) is the set of successors of state s and p(s, s') is
the probability of a transition from state s to s1' and c(s —> s1) is the cost of edge
s —> s1' in the scenario graph. Intuitively speaking, a nondeterministic move
corresponds to the environment choosing an action to minimize the value. The
value of a probabilistic state is the expected value of the value of its successors.

After the above algorithm converges, we end up with the desired value function
Vp. Let So be the initial state of the scenario graph.
- If the cost c, associated with the edges is zero, then V f̂ao) is the worst case

reliability corresponding to the given property.
- If the cost c, associated with the edges corresponds to negative of the latency,

then the value -V%y0) corresponds to the worst case latency of service.

In our example (Fig. 2) the worst case reliability using our algorithm is
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2 — 1 + f— —] = — - That is, the worst case probability that a message which is
3j {A 9) 3

sent by Agent-A is received by Agent-C is 2/3. Latency in days for all the events
is shown in Fig, 2 inside square brackets, e.g., latency of the event
transferOfMessage(CA2, CB3) is 2 days. The worst case latency using our
algorithm computes to be 4 days.

4 Final Remarks and Future Work

Survivability is a fairly new discipline, and viewed by many distinct from the
security and faulty-tolerance areas [4]. The most famous method for analyzing the
survivability of network architectures is SNA [4] methodology, which is
recommended as the "best practices" to an organization on how to make their
systems more secure or more reliable. In contrast, our method is formal, because it
is based on model checking. Research on operational security by Ortolo,
Deswarte, and Kaaniche [6] is closest to Step: Generate Scenario Graph of our
method. Moreover, in our method a scenario graph corresponds to a particular
service; in contrast their graph corresponds to a global model of the entire system.
Besides, events in our model may be depend on each other, especially fault events.

There are many well known techniques which are used on verifying probabilistic
systems and our algorithm for computing reliability draws on this work [3]. The
novelty in our work is the systematic combination of different techniques into one
method.

There are several directions for future work. First, we plan to implement the
prototype tool that supports our method. We try to use PrAl semantics [7] in this
implementation. PrAl is an algorithmic language special for projecting
probabilistic systems. Since for real systems, scenario graph can be very large, we
plan to improve the display query capabilities of our tool so architect can more
easily manipulate its output. Finally, to make the fault injection process
systematic, we are investigating how the best to integrate operational security
analysis tools (cf. [5]) into our method.
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Abstract: This paper provides an analytical study of the closed type, multi-center
networks with two different blocking strategies. The measures of effectiveness
related to such models, and based on Quality of Service (QoS) requirement, are
studied. In finite population (closed) multi-node models, where the number of tasks is
equal to the population in the network, there are service centers and source centers treated
as an infinite server (IS - means, ample-server model). In the systems described here, there
are a finite number of tasks cycling from one service center to the other. If the buffer at a
front of the service center is full, the accumulation of new tasks by this center is temporally
suspended (blocking).
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Blocking, Blocking Strategies.

1 Introduction

The theory of queuing networks has been widely applied as a powerful tool for
modeling of discrete flow systems, such as computer systems, computer or
communication networks [2], [4], [7], [11], [14], [15], [17]. Quite often, in
complex information systems composed of shared nodes, there are limitations on
the capacity of buffers at the front of each operating node. When the buffer is full,
the accumulation of new tasks is temporally suspended and a phenomenon called
blocking occurs, until the queue empties and allows new inserts. Simply defined,
blocking forces a departure from the queue or an arrival to the queue to stop
temporarily due to lack of space in the queue. Queuing network models, with
finite capacity queues and blocking, have been introduced and applied as more
realistic models of the systems with finite capacity resources and with population
constrains [1], [3], [5], [8], [12], [13], [16], [19].
Consider a computer network consisting of several service centers (or nodes). The
number of tasks waiting in one or more service buffers is restricted due to finite
holding space associated with these nodes. The system may be modeled as an
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open or closed queuing network with finite capacities [10], [20]. When modeled as
a closed network, the total number of tasks waiting for service and those currently
receiving service is defined by the parameter N [5], [6], [9], [13], [18].

2 Closed two-center networks with blocking
Let us consider the two-node closed network with two different blocking
strategies as shown in Fig. 1 and Fig. 2. The general assumptions for these models
are [13]:
• The source of tasks is finite, say of size N,
• All tasks are generated independently by a unit source (the arrival process is

Poissonian with parameter X=l/a, where a is mean inter-arrival time),
• c number of service lines is available,
• Mean service time is identical (exponential random variables) with S=1/JU

(where, ju is mean service rate),
• Service center buffer capacity is finite, for example equal m.

2.1 Model with source blocking

In this kind of model (Fig. 1), if there are (m+c) < N, we have a classical system
with blocking. If buffer is full, the rest of N-m-c source units cannot proceed to the
service station. More precisely, any new generated tasks are forced to wait in front
of the source center.
A given two-center model with source blocking has only Hk possible states (k= 0,
..., c+m+1). State Ho describes the idle system (empty service lines and service
buffer) and state Hc+m+} describes the state, where c number of tasks are being
processed, m tasks are waiting in the queue (the buffer is full) and the next task is
being generated but is waiting for the buffer to become available (network is
blocked). The number of tasks in the network at time Ms a Markovian birth and
death process in which the rates are given by:

Xo = N -X, Xj = (N-l) -X, X2 = (N-2) • A, ..., Xc+m = (N-(c+m)) - X
f*i = P> V2 = 2-M> ..., juc=c-ju, ..., juc+m+] = c-ju

Based on the queuing theory [2], [13], [14], [15] before the evaluation the main
measurements of effectiveness, must be calculated for all probabilities of states pk

(k = 0, . . ., c+m+1) in the statistical equilibrium.
The steady-state probability pk can be interpreted as the probability of finding k
tasks in the system with blocking at any arbitrary point of time after the process
has reached its statistical equilibrium. The set of equation to get the steady-state
solution for pk may be written as:

0 = -(Xk+ Mk)Pk + Vk+1 Pk+i + h-iPk-i for k=l,2, 3, ..., c+m+1 (1)

0 = - Xo po + Mi Pi for k=0
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Source Center

blocking {N - m - c)
sources units

Fig. 1. Two-center model with sources blocking.

These equations may be solved recursively:

Pk = -

Pk =-

'Po = /XT ',,,Pk'Po for k<c (2)

jU-2jU-c/JC/U"CjU

(N-k)!k!

ccN! p

~ (N~k)!c! c '
'Po

X
where p = — and pn = [ N! _£ , ^ c y {Pcf

 J-I (4)
ju k=0\ N-k)!k! c! kz^+I (N-k)!

Now, we can derive measurements of effectiveness for two-center network with
source blocking using the steady-state probabilities given by Equations 1, 2 and 3
in the following manner:
1. Probability of source center blocking pbi:

PM = Pc+m+i= Po -
(N -c-m-1 )fc! c

2. Idle system probability pjdie :

c nk
fP V*

c c+m+] I /

£0(N-k)!k! c! ^

3. Waiting in the queue probability pwait:
c+m+1

Pwait = Pc+1 + Pc+ 2 + • • • + Pc+ m+1 = / , Pk ~ Po
k=c+l

4. Probability of immediately service pmm :

;]~}

(5)

(6)

v c "' / E_f (7)
-k)!c.r c

N!
(8)

5. The average number of blocked source units:
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nbl = (N-m~c) -Pc+m+i=(N-m-c)-p0'— j^^c+m+ ^
(N-c-m-1 )!c! c

6. The average number of tasks in the service buffer:
m

k=]

JLf* +m.Po £ ^ £ +m+l
c ° (NcmJ)'c! c

P o ± ( f +mPo
" c! fe(N-c-k)! c ° (N-c-m-J)'c! c

7. The average number of tasks in the service node:

P +£- y
-k)!(k-l)! c! ktZ

(N-c-m-1 )!c! c

8. The mean rate of task arrivals to a service station:

y (f

+m+'i (11)

<£• N!X k
 c-2? ccN!A ,p.kA=po-y P +Po- / (—) (12)

to(N-k-l)!k!y F0 £+l(N-k-l)!c!cJ

9. The mean response time q and the mean blocking time in the source center th\
are respectively:

A A

2.2 Model with blocking within additional source buffer

In this type of blocking strategy an additional buffer located in the front of the
source center for temporary placement of new tasks is proposed (Fig. 2). This
buffer collects the newly generated tasks, if the service buffer is full (blocking).
When free space appears in the service buffer, the transmission process to the
service center is immediately resumed.
Similarly, as in the previous model, there is a finite number /V+7 of possible
states. Here, the border states can be described as follows: Ho - idle system
(empty the service buffer and service lines), HN- c number of tasks on the service
lines, m- the number of tasks in the service buffer, (N-c-m) the number of tasks
in the source-waiting buffer.
This is again a Markovian birth and death process with rates:

X o = N - k , h = ( N - l ) -Xf h = ( N - 2 ) - X , . . . , XN.j = X
JU} = JU, JU2 = 2 • ( A , . . . , / / C = C - JU, . . . , JUN = C - jU

The ergodicity condition of the birth and death process is always satisfied and the
stationary solution is easily obtained:

NA-(N-l)A---(N-k + l)A N! k f

Pk= • • —Po- P Po f ° r k - c O 4 )
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NA-(N~l)A---(N-k + l)A ccN!
Pk = — ~ ! —Po = (N-k)!c! c

Source Center

c
for

Service
buffer
(m)

Blocking
buffer
(N-m-c)

Fig. 2. Two-centre network with additional source buffer.

After that p0 is obtained by normalization of the preceding stationary solution:

Po = : (16)

- + -
N!c c N

c! k^+

The main measurements of effectiveness are:
1. Blocking probability pbi :

ccN!

Pbl — Pc+m+1 + Pc+m+2 • • • + PN= Po ;—

2. Idle system probability:

Pidle = Po ~

k=c-

(17)

(18)

N!c c N

t*>(N-k)!k!
3. Waiting in the queue probability pwait:

Pwait = Pc+1 + Pc+2+ - > + PN =
k=c+l

C ' W ; f f / 09)
4. Probability of immediately service pimm :

5. The average number of blocked tasks:

P (20)
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(21)

6. The average number of tasks in the service buffer:
c+m-l N

v= ^(k-c)-pk +m- Y,P
k=c+l k=c+m

P o f ( Po
7. The average number of tasks in the service station:

(22)

c+mx c+m
c- yk=/[n-k)!(k-l)! c!kt?+l(N-k)! c

r J—,. r 4- yn n ,

(23)
c!k=^m+1(N-k)! c

8. The mean rate of arriving tasks:

^ N!A k t 7 ccN!X
- p + pn - >

9. The mean response time q and the mean blocking time of tasks in the source
center tbi are respectively:

*="7- ^"-T (25)

A A

3 Numerical example
In this section, the results of an investigation of two-center networks with different
blocking strategies (Fig. 1 and Fig. 2) are presented. To demonstrate, the
following configuration parameters are chosen: TV = 45.0, s =l/ju = 3.0, the mean
inter-arrival time within a range from 20.0 to 100.0 time units (for study models
with the different coefficients of the utility - from small to high server utilization),
service center with c = 3 parallel service lines, the buffer with finite capacity
(size) m =10. For models with blocking described above, the results, obtained
with special consideration to Quality of Service (QoS), are presented in Fig. 3,
Fig. 4, Fig. 5, Fig. 6 and Tab. 1.

4 Conclusions
In this document, two different blocking strategies in the closed type two-center
computer systems are investigated. For each model, the exact steady-state solution
is provided, along with the analysis based on performance measurements of
quality of service requirements (QoS) such as blocking probability, mean blocking
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time, mean number of blocked source units, etc. Comparison of these strategies
shows that in the heavy-traffic case the blocking probability grows more rapidly in
the model with additional source buffer than in the model with source blocking.

QoS measurements 1

— utility

bl-prob

— idle-prob

wait-prob

imm-prob

15 25 35 45 55 65 75 85 95 105

Mean inter-arrival time a

Fig. 3. QoS parameters: utility - utilization factor, bl-prob - blocking probability,
idle-prob - idle system probability, wait-prob - waiting probability, imm-prob -
immediately service probability, for model with source node blocking.

QoS measurements 2

utility

bl-prob

— — idle-prob

wait-prob

imm-prob

25 35 45 55 65 75 85

Mean inter-arrival time a

95 105

Fig. 4. QoS parameters: utility - utilization factor, bl-prob - blocking probability,
idle-prob - idle system probability, wait-prob - waiting probability, imm-prob -
immediately service probability, for model with blocking in the additional source
buffer.



252

In both models, measurements of effectiveness presented in the Tab. 1 (for
different coefficient of the utility, from small to high server utilization) are more
or less similar. That means that both blocking strategies may be recommended for
practical applications.

Main measurements 1

~— utility

- pa ram 1

— param2

• • param3

15 25 35 45 55 65 75 85 95 105

Mean inter-arrival time a

Fig. 5. The average number of blocked tasks related to source center capacity,
service center capacity and mean number of tasks in the service buffer, for model
with source node blocking, where utility - utilization factor, paraml = nbi / N,
param2 = n^/ (c+m), param3 — n^/n.

Main measurements 2

—utility
1 - paraml

param2
• - - param3

15 25 35 45 55 65 75 85 95 105

Mean inter-arrival time a

Fig. 6. The average number of blocked tasks related to source center capacity,
service center capacity and mean number of tasks in the service buffer, for model
with blocking in the additional source buffer, where utility - utilization factor,
paraml = nhi/N, param2 = nM/(c+m),param3 =
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Table 1. Comparison of the main measurements of effectiveness in two models
with different blocking strategies. Parameters with asterisk belong to model with
additional source buffer (see Fig. 2), without - to source blocking (see Fig. 1),
where: a - mean inter-arrival time, q - mean response time, tht - mean blocking
time, n - mean number of tasks in service station, nbi - mean number of blocked
tasks.

a

100

95

90

85

80

75

70

65

60

55

50

45

40

35

30

25

20

3.264

3.306

3.359

3.425

3.509

3.619

3.766

3.967

4.250

4.666

5.298

6.281

7.787

9.825

11.788

12.791

12.989

q

3.264

3.306

3.359

3.425

3.509

3.618

3.764

3.963

4.241

4.641

5.228

6.087

7.290

8.780

10.282

11.464

12.219

hi

0.000

0.000

0.000

0.000

0.000

0.000

0.001

0.001

0.004

0.012

0.035

0.114

0.379

1.224

3.382

7.218

12.011

hi

0.000

0.000

0.000

0.001

0.002

0.003

0.007

0.015

0.034

0.082

0.199

0.491

1.178

2.613

5.101

8.601

12.786

n

1.422

1.513

1.619

1.743

1.891

2.071

2.297

2.588

2.977

3.519

4.308

5.499

7.275

9.601

11.744

12.788

12.989

n

1.422

1.513

1.619

1.743

1.891

2.071

2.296

2.585

2.969

3.497

4.244

5.311

6.768

8.516

10.195

11.447

12.218

"hi*

0.000

0.000

0.000

0.000

0.000

0.000

0.000

0.001

0.003

0.009

0.029

0.100

0.354

1.196

3.369

7.217

12.011

nb\

0.000

0.000

0.000

0.000

0.001

0.002

0.004

0.010

0.024

0.062

0.162

0.428

1.093

2.535

5.058

8.588

12.785
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Abstract: In this study, we introduce a BDD - based pattern classifier. The
essence of the proposed approach lies in a binarization of continuous data
representoin of an original classification data in the form of a binary decision
diagram (BDD). The resulting BDD helps compress the data, reveal the most
essential binary features and complete classification. It is shown that such BDDs
can serve as a digital blueprint of the underlying classifiers.

Keywords: decision rules, Binary Decision Diagrams, Genetic Algorithms,
discretization, granulation, classifier

1 Introduction

The BDD (Binary Decision Digram) [1,2] is used in a wide range of areas [3]
including large fault trees analysis [4]. The objective of this paper is to introduce
BDD - based pattern classifier. In conjunction to the discussion of the BDD
architecture and the ensuing development, we will be presenting an illustrative
example. The example itself involves a relatively large dataset so all essential
points of the BDD classifier can be demonstrated in great detail. The data set of
interest concerns several makes of cars and is available from the Turing Institute
[5]. It involves 4 classes of vehicles described by 18 features listed in Table 1.

In this paper, we follow a standard design methodology used in pattern classifiers
that is we randomly divide the data set into a certain training and testing subset;
the training portion involves 60% of the total set.
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No

0

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

ATTRIBUTES

COMPACTNESS

CIRCULARITY

DISTANCE CIRCULARITY

RADIUS RATIO

PR.AXIS ASPECT RATIO

MAX.LENGTH ASPECT RATIO

SCATTER RATIO

ELONGATEDNESS

PR.AXIS RECTANGULARITY

MAX.LENGTH
RECT ANGULARITY

SCALED VARIANCE ALONG
MAJOR AXIS

SCALED VARIANCE ALONG
MINOR AXIS

SCALED RADIUS OF
GYRATION

SKEWNESS ABOUT MAJOR
AXIS

SKEWNESS ABOUT MINOR
AXIS

KURTOSIS ABOUT MINOR
AXIS

KURTOSIS ABOUT MAJOR
AXIS

HOLLOWS RATIO

DESCRIPTION

(average perim)**2/area

(average radius) **2/area

area/(av.distance from border) **2

(max.rad-min.rad)/av.radius

(minor axis)/(major axis)

(length perp. max length)/(max length)

(inertia about minor axis)/(inertia about
major axis)

area/(shrink width) **2

area/(pr.axis length*pr.axis width)

area/(max.length*length perp. to this)

(2nd order moment about minor axis)/area

(2nd order moment about major axis)/area

(mavar+mivar)/area

(3rd order moment about major
axis)/sigma_min**3

(3rd order moment about minor
axis)/sigma_maj * *3

(4th order moment about major
axis)/sigma_min**4

(4th order moment about minor
axis)/sigma_maj**4

(area of hollows)/(area of bounding polygon)

Table 1. Attributes of AUTO dataset and their description; here sigma_maj**2 is
the variance computed along the major axis and sigma_min**2 is the variance
along the minor axis, while area of hollows = area of bounding poly-area of
object.
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We adhere to the following notation. The patterns are treated as a m-dimensional
vectors in Rra, namely x(l), x(2),..., x(N) where"N" denotes a size of the data set.
Moreover, we are concerned with "c" classes, that is coj, ($2, ..., coc.

The paper is organized in the following manner. First, we briefly review the
essence of BDDs as representation structures aimed at describing binary data
(Section 2). As BDDs operate on binary (two-valued) variables, we develop a
binarization procedure based on the use of genetic optimization (Section3). In
Section 4, we present an overall development process along with some illustrative
examples. Concluding observatioons are covereed in Section 5.

2 Binary Decision Diagrams (BDD) as representation
structures of binary data

The concept of BDDs was introduced in the realm of digital system design as an
important vehicle of an efficient representation of logic (Boolean) functions. Here
we briefly recall the generic concept. Let us consider "n" binary variables, namely
the variables assuming values in {0,1}. A BDD is a directed acyclic graph that
describes an algorithm for the computation (determination) of a Boolean function
/. The vertices of the BDD are called inner nodes or sinks (terminal nodes). Each
sink is labeled by a certain Boolean constant (that is 0 or 1). Each inner node is
labeled by a Boolean variable and has two outgoing edges, a THEN-edge (or 1-
edge) and ELSE-edge (0-edge). A computation path for an input b = (bh b2, ... ,
bn) starts at the unique source node. At an inner node with label JC,- the Z?,-edge is
chosen. This is iterated until the sink has been reached. The label of the sink is just
the value f(b). More formally we can define BDD as follows.

Definition . A BDD is a directed acyclic graph representing a Boolean function. It
can be uniquely defined as a tuple, BDD = (<I>, V, E, {0,1}), where <X> is the
function node (root), V is the set of internal nodes, E is a set of edges, and 0, 1 are
the terminal nodes.

As an example, Figure 1 illustrates a representation of the function / (xi,x2,xs)
defined by teh truth table given on the left, for a special case where the graph is
actually a tree. Each inner note is labeled by a variable and has edges directed
towards two children: THEN-edge (shown as T) corresponding to the case where
the variable is assigned to 1, and ELSE-edge (shown as E) corresponding to the
case where the variable is assigned to 0. Each terminal note is labeled 1 or 0. For a
given assignment to the variables, the value yielded by the function is determined
by tracing a path from the root to a terminal node, following the edges indicated
by the values assigned to the variables. The function value is then given by the
terminal node label. Due to the way the edges are ordered in this figure, the values
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of the terminal nodes, read from left to right, match those in the truth table , read
top to bottom.

xl

0

0

0

0

1

1

1

1

x2

0

0

1

1

0

0

1

1

x3

0

1

0

1

0

1

0

1

f

1

0

0

0

0

1

1

1
1 0 0 0 0 1 1 1

Figure 1. Truth Table and Decision Tree Representations of a Boolean
Function. A dashed (solid) tree branch denotes the case where the decision
variable is 0 (1).

Figure 2. OBDD Representation of a Single Function for Two Different Variable
Orderings.
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It is known that the form and size of the BDD is very sensitive to the variable
order. A random, or carelessly chosen variable order will frequently result in an
exponential size of the BDD. For example, Figure 2 shows two BDD
representation of the function denoted by the Boolean expression x l x 4 + x2x5 +
x3x6, where • denotes the AND operation and the + denotes the OR operation.
For the case on the left, the variables are ordered xl < x2 < x3 < x4 < x5 < x6,
while for the case on the right they are ordered xl < x4 < x2 < x5 < x3 < x6.

Many variable ordering heuristics have been proposed. Most of these ideas depend
on a fundamental operation, adjacent variable swapping [6]. One of the most
efficient algorithms, sifting, was proposed by Rudell [7].

3 A genetic binarization of data

As BDDs operate in binary environment (viz. the framework of binary data), it is
essential to convert continuous data (features) into their binary representatives.
Obviously, such a process is not unique and may invoke a number of interesting
and potentially promising alternatives. No matter how we proceed, it seems to be a
clear objective: we would like to divide the range of each continuous variable into
two intervals so that the derived intervals are as homogeneous as possible with
respect to the class allocation to each of these intervals. Ideally, one should have
elements (patterns) belonging to a single class fully allocated to a single interval.
As we are concerned with the binarization of the features, one has to determine
"n" (n <= m) optimal points of binarization. It is allowed to split a particular
feature for more then two intervals, as some binarization points concern the same
feature. Interestingly, the problem is of combinatorial nature and as such could be
handled by genetic optimization. In what follows we discuss the details on how
the GA is structured . In particular, this concerns problem representation conveyed
in the form of some chromosome and a way how the optimization is guided
through a certain fitness function.

Chromosome representation. The chromosome is constructed as 2*n-dimensional
vector consisting of a sequence of binarization points ((i],sj), (i^Si), ..., (in>Sn))>
where ij is the attribute number, and Sj is the binarization point of the ij-th feature.

Fitness function. A fitness function to be minimize represents the number of
conflict in the dataset.. The calculation the number of conflicts is based on the
binary representation of data points which is performed by the mapping

f:Rn + 1->{O,l}nxR

defined as

f(xk
u, xk

i2,.... xk
in,cok) = (b \ , bk

2,.... bk
n,cok)
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where

b _{° xu<su
1 [1 otherwise

We say that two data points are in conflict if they belong to the different decision
class but their binary representation is equal. Such situations can be captured by
the fitness function assuming the form

fit: {0 , l ) n xR->N

where

and

k=2

iff ? ™<k):% H=*-°>
otherwise

The results of the GA binarization (discretization) for the experimental data are
shown in Table 2. This table shows the split points taken as a simple average.
Which contrast the genetically optimized split points with a very basic strategy.

Point No

1

2

3

4

5

6

7

8

9

10

Attribute No
2

12

5

0

11

9

17
15

11

16

MIN

40

109

2

73

184

118

181

0

184

176

MAX

112

268

55

119

1018

188

211

41

1018

206

Medium split point

76

188.5

28.5

96

601

153

196

20.5

601

191

GA split point

50.3055

151.2036

7.6693

103.7397

468.0225

137.0857

188.0424

22.7929

266.4064

177.5681

Table 2. The results of the GA binarization.
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In all experiments, we used a standard GA with the following parameters:
population 200, mutation 0.1, crossover 0.7. These values are a result of some
experimentation and they pretty much coincide with the typical values
uncountered in the literature. Subsequently the obtained values of the fitness
function (best individual and average population) are shown in Table 3.

I t e r .

00
50

100
150
200
250
300
350
400
450
500

Min

221
199
194
186
186
179
179
173
156
156
156

Max

380
374
390
374
375
372
380
393
373
404
367

Average

315.14
265.79
262.56
258.38
256.94
255.01
252.07
251.72
250.88
249.21
248.76

Standard
d e v i a t i o n

29.745
43.162
52.985
54.771
56.519
57.047
57.588
58.35

58.754
58.783
59.12

Table 3. The values of the fitness function (shown are the best individual and an
average fitness for the entire population).

In comparison to a simple equal-split strategy we get far worse results as again
illustrated in Table 4.

Experiment no.

1

2

3

4

5

Average

Standard deviation

GA split point

169

165

156

162

162

162,8

4,764452

Medium split point

290

287

277

277

277

281,6

6,387488

Table 4. Number of conflicts for the GA split point and uniform split point; note a
substantial improvement provided by the genetic optimization.
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4 The overall design methodology of BDD classifiers
and experimental results

The design of the BDD classifiers consists of two main phases

• Optimal binarization of continuous features

• Minimization of BDDs using one of the existing minimization techniques
(those are standard in digital system design so we will not cover them in
this study)

Each class is described by a separate BDD, so for "c" classes we end up with "c"
BDDs.
The performance of BDD for the class 2 is summarized in Table 5. Each path of
the BDD corresponds to the decision rule, which is described by the sequence of
binary variables listed starting from the top of the tree. The use of the classifier
concerns traversing the diagram for a given vector of binary features. We count
the number of the most activated paths that are also the shortest. The performance
of the classification rules on testing set is described by number of properly
classified cases.

Rule description

8 variables

16-0-9 15-11 -5-12 2

9 variables

1609 11 5 12 17112

16-0-9 15-11 5 17 112

16-0-9-15-11-5-12-17-11

10 variables

16-0-9-15-11 5-12 17 11 2

16-0-9-15-11 -5 12 17-11 2

16-0-9-15-11 -5 12-1711 2

16-0-9-15-11 -5-12-17 11 2

16-0915-11-5 12 17112

16-0-9-15 11 5 12 17112

Classification rate of the rule

5

27

0

0

4

1

1

1

0

0

Table 5. The performance of BDD for the class 2.
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To obtain reliable and stable results as well as to avoid any potential experimental
bias, we divided the data set into the training (60%) and testing set (40%) and
repeated the experiment 5 times (a rotation method).

To compare the results of genetic-based BDD classification, we take into
consideration the results of classification obtained when exploiting fuzzy context-
based clusters [8]. As summarized in Table 6 some general observation can be
derived that hold over the series of experiments conducted so far. It becomes
apparent that the genetic-based BDD classification performs better on the testing
set (the results on training set are worst). Note, however, that the size of decision
trees based on fuzzy context-based cluster is much higher comparing the ones
being generated with the proposed method.

Experiment no.

1

2

3

4

5

Average

Standard diversion

context-based
clustering

Average

Standard deviation

No of nodes

67

66

85

85

85

77,6

10,13903

495,2

62,94

Error on Training (%)

29,13

28,94

25,2

25,59

25,59

26,89

1,965719

8,5

0,9

Error on Testing (%)

36,98

32,54

35,2

36,69

36,09

35,5

1,789288

36,4

1,81

Tab. 6. Classification results of the genetically optimized BDDs.

The relevance of particular attributes from the auto data set is shown in Table 7.
This table is based on statistics for 5 decision trees. All of the trees were built on
the base of 10 attributes selected by GA. The columns of this table correspond to
the number of attributes while its rows denote the frequency of the selection of
particular attribute by GA. It is easy to notice that there are two dominant
attributes, i.e., 11 and 5 that appear in the decision trees 8 and 7 times
respectively. Obviously, one should not make too general projections that should
not go far beyond this particular data set.
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Exper.
no

1

2

3

4

5

L

Attribute no

0

1

1

1

1

1

5

1

2

2

2

1

1

3

1

1

4

1

1

1

3

5

2

1

2

1

1

7

6

0

7

1

2

1

1

5

8

0

9

1

1

1

1

4

10

0

11

1

1

2

2

2

8

12

1

1

1

13

1

1

1

3

14

0

15

1

1

2

16

1

1

1

3

17

2

1

1

4

Table 7. The distribution of the attributes in decision rules reflecting their
relevance.

The resulting rules sorted with respect to the number of properly classified cases
(for the training set) are gathered in Table 8.

Class 2
Rule no

2
1
4
3
7
9
10
5
6
8

Number of
variables
9
8
9
9
10
10
10
10
10
10

Classification
rate (training)
45
10
9
6
6
5
3
2
1
1

Classification
rate (testing)
27
5
0
0
4
1
1
0
0
1

Table 8. The resulting rules the class 2.

The compression rate calculated as the number of rules divided by the number of
objects in training set is shown in Table 9. It is worth noting that when we
consider only 50% of the best rules from each class, the compression rate is less
then 3% while the classification error rises only slightly from 35.5% to 36.7 %.
The resulting trees are very small and easy to analyze by the human expert.
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Experiment no.

1

2

3

4

5

Average

Standard deviation

No of rules

20

25

34

33

33

29

6,20

Compression rate (%)

3,94

4,92

6,69

6,50

6,50

5,71

1,22

Table 9. Values of the compression rate versus the number of rules (reported are 5
experiments).

5 Conclusions

We have dealt with the genetic BDD-oriented design of pattern classification and
showed how BDDs can be used in the granulation (binarization) of the attributes
encountered in the problem. This granulation is carried out for all attributes at
once through a genetic algorithm. It has been found through the series of
experiments that this approach outperforms other of designing decision rules
methods (including decision trees based on fuzzy context based clustering) in
terms of more compact BDD and higher classification accuracy.
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A fuzzy way to evaluate the qualitative attributes in bank
lending creditworthiness
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Abstract:
In this paper we address bank evaluation of clients in lending credit, based on
qualitative attributes. Till now, the banks have dodged to face this part of the
lending credit. There are several reasons for this. One is the impossibility of using
a statistical approach; the variables are linguistic attributes, not numbers.
Another one, which we think really serious, is the difficulty of fixing which
qualitative attributes are important. Every bank uses a personal contact with the
client, the experts have not a unique behaviour. Here we present a sketch of our
work, performed with an Italian bank, in which a fuzzy approach is used. In
particular, we have used two different methods: a fuzzy expert system and a fuzzy
cluster method.

Keywords: bank creditworthiness, qualitative attribute, fuzzy expert system, fuzzy cluster

1 Introduction

In this paper we address how one bank may evaluate clients in lending credit
procedure basing oneself on their qualitative attributes.

All banks have always recognized that lending credit is based on two aspects, one
quantitative, one qualitative. Historically, only the first has been treated in a
systematic way. The literature is rich of researchs that use instruments of
statistical and econometric type. Recently, the soft computing instruments have
brought a new impulse into this area and several interesting results have been
obtained using neural and fuzzy approaches. ([3-6]). Every bank has always
treated the second aspect, the qualitative one, in a private mode. No research is
available about the codification of this problem. The banks avoid the codification
of this part in lending credit. There are several reasons for this lack. Qne is the
impossibility of using a statistical approach; the variables are linguistic attributes,
not numbers. Another, we think really serious, is the difficulty of fixing which are
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the qualitative attributes the experts regard to be important. Every bank uses a
personal contact with the client. All credit officers have their own methods of
evaluating the client's qualitative attributes and therefore any information is
available in the bank's archives.

Recently, for several reasons, some Italian banks have decided to address this
problem. One of these banks has constructed a questionnaire including several
evaluations about the client's qualitative attributes. They have proposed this
questionnaire to their officials with regard to the monitoring problem. The replies
to this questionnaire contain information on clients current position: "Good
Position" and "Bad Position". As they use an expert system for the evaluation of
the quantitative attributes, they were interested in a similar idea for the qualitative
ones. Because of the several joint works we have had with banks in landing credit
problems, they contact us with this new problem. Immediately we understand that
this new problem is very interesting even from the point of view of research as no
papers are present in this field. We discuss for a long time with them about the
possible instruments we may use to evaluate the questionaire results. We agree
that a weighted average is not the best method for a final evaluation, inter alia,
because they have no idea of which would be the correct weight to use. We
propose two different possibilities based on fuzzy logic. The motivation is very
natural. Fuzzy logic is able to "compute with word", as L. A. Zadeh says, and the
variables of the problem are words, not numbers.

Here we present a sketch of the two ideas that are: a fuzzy expert system and a
fuzzy cluster method. The first one is the natural evolution of expert system they
know, the second one is due to their interest to have a rating method. The two
methods produce about the same results. Notice that these are the results of the
qualitative information only. The complete evaluation needs of the mix of
qualitative and quantitative data, so we are sure that the addition of quantitative
information can only to improve the final results. The misclassified cases are the
15,7%. We have checked these cases and, for the 96% of them, they are cases in
which the input data are typical of Good client but the actual situation is of Bad
position and vice versa. We have some clients with the same expert judgement
that are in different classes. So we can say that the two methods show a good
performance to discriminate the two classes of clients. The second method offers a
rating with two clusters, Good and Bad client, but even a rating with four clusters,
GoodGood, Good, Bad, BadBad.

2 Bank's evaluation of client's creditworthiness

The phase concerning the bank lending risk evaluation is one of the most
important but also the most difficult in credit activity. One way to estimate client
reliability is to assign a value (either a number or a judgement) which represents
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the risk level. One of these possible values is client solvency analysis. This is
comprehensive of both the moral qualities and the means of the client. The credit
file has to supply a photograph of the firm, but it is influenced both by the way in
which this is done and by the quality of the persons who are involved in credit
lending. The criteria of analysis used by banks are of two types: static-patrimonial
and dynamic-profitability criteria. These criteria are based on economic and
financial characteristics of the firm requesting credit, but evaluation of the validity
of the programs that show an assumed income capacity is fundamental. In this
respect, a lot of qualitative aspects must be considered — more precisely, the
aspects connected with the technical and organizing characteristics of firm and the
market and logistic opportunities. In fact these two aspects contribute to determine
the future of the firm and may help the bank to know the firm's economic and
financial prospects.

All these aspects are present in every lending credit request, but this complex of
researches is not developed in the same way. Every bank has different procedures
that reflect the bank's internal situation, such as bank dimension or organizing
complexity but the same procedure may depend on the characteristics of the client,
such as his economic activity or his dimension and organization. In any case, the
procedure consists of two phases: one quantitative, one qualitative. Mixing the
two analysis results produces the final evaluation. Many researches and many
different methods have been proposed to approach the quantitative valuation.
These methods are mostly of statistical, econometric and probabilistic type.(see
[8],[11]). Recently, "soft computing" techniques have entered the credit world,
producing interesting results.

3 Qualitative analysis: an Italian case

The qualitative aspects of a firm requesting credit, are useful in the corporate case,
but have particular relevance for the small business. In this situation, book-values
are poorly reliable, often having fiscal origins. This suggests that it is better to use
qualitative-competitive analysis than the traditional budget to decide a firm's
creditworthiness.

No research or methods have been proposed for qualitative valuation. This is due
to the fact that, till now, the banks have avoided to codify this aspect. There are
various reasons for this. One is the impossibility of quantifing the results; the
variables are linguistic attributes, not numbers. Another, we think really serious, is
the difficulty of standardizing a procedure able to evaluate the qualitative
attributes. Every bank uses a personal contact with the client. All credit officers
have their own methods for evaluating the client's qualitative attributes.
Therefore, at the end, any information is available in bank archives.
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Since we have had many opportunity to work toghether with banks on clients
creditworthiness, an Italian bank, which decided to study a method for qualitative
evaluation of their clients, ask us to begin a joint work with them. The bank has
already devised a questionnaire which incorporated several questions about the
client's qualitative attributes. The questionnaire was proposed to their officials
with regard to the monitoring problem. The replies contain information on clients
actual position, "Good Position" and "Bad Position".

A first analysis shows to us that the submitted questionaire is too wide and, in
several case, the questions are ill-posed. Then we face the problem of how to
evaluate the replies to those questionnaires. The simplest way is the typical
approach connected with a sort of weighted average, like in social statistics
studies, but the bank does not know what are the correct weights to use. As they
have an expert system for qualitative evaluations, they was very happy to test a
fuzzy approach. We proposed two different possibilities: a fuzzy expert system
and a fuzzy cluster method. Here we present a sketch of the two ideas.

4 The two fuzzy methods

The reason for using fuzzy logic as a basic instrument is very natural. Fuzzy logic
is able to "compute with words", as Professor Zadeh says, and the variables of the
problem are judgements expressed in a linguistic way, not numbers.

One of the most fascinating and useful features of fuzzy models is their ability to
be both linguistically tractable and mathematically sound. In fact, many
investigations ([10],[14]) have established that any sufficiently regular mapping
from inputs to outputs could be approximated with any degree of accuracy by
fuzzy systems maintaining linguistic interpretability. Formally speaking, it is
possible to demonstrate that: given a normed space (X, ||. || ) p e R and

feCK, with K a compact of X, V^> 0 a fuzzy system exists with an input-

output relationship F such that | | / - F || < s, where ||. || is the Lebesgue norm

of some order p.

Fuzzy modelling schemes exist and generate extremely smooth approximation of
target functions. The Mamdani systems are certainly the most common and were
the first fuzzy models for which the universal approximation property was proved.

The essential steps for a fuzzy system design are: (i) identifying the problem and
choosing the type of fuzzy system which best suits the requirement of the
problem, (ii) definition of the input and output variables, their fuzzy values and
their membership function (fuzzification of input and output), (iii) definition of the
control rules and the translation of these into a fuzzy relation, (iv) treatment of any
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input information to choose the fuzzy inference method, (v) translation of the
fuzzy output in a crisp value (defuzzification methods), (vi) tuning the fuzzy
system for validation of the results. ([9], [13]).

The problems of fuzzification and construction of blocks of fuzzy rules are treated
in several ways. Here we use the interview with experts of the problem. This
method does not use the past history of the problem and permits a real contact
with the experts that may allow into the study all the experience matured in years
of work in that field.

The fuzzy cluster approach is a data-mining method, which lives on the past data.
Here we have input-output data, but we use only the first ones as we leave free the
number of clusters the data produce. Mathematical tools (see chapter 7) produce
that for these data the optimal number of clusters are two and four. Owing to the
bank's request we show only the case of two clusters.

The two methods we present, are able to discriminate Good and the Bad clients.

5 The bank questionnaire

The analysis areas deal with several aspects of the firm situation.

• The activity of the firm.
• The ownership structure (independent firm or belonging to a group).
• The characteristic of the markets in which it works.
• Its position in the market.
• The critical factors of sector success/ weakness.
• Management evaluation.
• Presence of risk factors in the past or in the present.
• The explicative factors of the actual economic-financial position.

Looking at this list, some remarks can be made. Some evaluations may be
considered objective while others are subjective. For example, the "firm's position
in the market" is an objective aspect as it derives from information that are
measurable. "Management evaluation" is a subjective aspect. It deals with a
valuation based on reputation, image, notoriety and credibility of owners and
management.

Owing to the bank's request for privacy, we cannot show the complete
questionnaire that contains more than sixty questions. We show the thirty-five
variables of the expert systems, which are obtained by an aggregation of the initial
inputs, done earlier in the process. This aggregation was decided with the bank
itself. The work of aggregation is due to the fact that some variables were
considered redundant and alreadv considered in other information. In the next we
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present the meaning of inputs (varxx), the intermediate variables (intxx) and the
output, present in system picture (figure 1).

varOl
varO2
varO3
varO4
varO5
varO6
varO7
varO8
varO9
varlO
varll
varl2
varB
varl4
varlS
var 16
varl?
varlS
varl 9
var20
var21
var22
var23
var24
var25
var26
var27
var28
var29
var30
var31
var32
var33
var34
var35
intOl
intO2
intO3
intO4
intO5
intO6
intO7
intO8

Cohesion level and goal unitariness.
Contracting capacity, experience, flexibility and expertise of the decisor.
Undertaker risk propensity.
Number of release signals in the firm's management.
Resources drag.
Decisor morality and will to meet his obligations.
High or irregular standard of living.
Reluctance in the budget presentation.
Insufficient clearness and entirety in the information supplied.
Insufficient caution in budget valuation.
Distribution activity and client assistance.
Image and quality of the product in the market.
Efficiency and capacity of production and procurement.
Price competitiveness.
Marketing with one or few clients or channel of trade.
Geographic typology of the channel of trade.
Level of the life cycle of the firm's products.
Firm's competitiveness in the market.
Membership and position in a group.
Tenure years of the present shareholder.
Firm manager characteristics.
Years of relations with the bank.
Owners' typology.
Problems connected with the generational transfer.
Stopping of the financial underwriting on behalf of the control group or the owners.
Dependence on one or few suppliers.
Redundancies.
Legal or fiscal controversy.
Difficulty and delay in cashing credits.
Reduction of the guarantee capital.
Delay in payment of hires, taxes, and suppliers.
Past crisis, delay in paying a debt, etc.
Firm in economic difficulties.
Financial reorganization or office closure.
Firm belonging to a group which is in financial reorganization.
Other risk factors
Capability
Marketing Capability
Produttivity Capability
Clients Characteristics
Decisors Profile
Ownership Characteristics
Historic Characteristics
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intO9
intlO
intll
intl2
intl3
intl4
intl5
intl6
intl7
intl8
intl9
int2O
int21
int22
int23
output

Behaviour of Decisors
Managerial behaviour of Decisors
Informations on Behaviour
Aggregated judgement of firm
Decisors Behaviour
Risk Factors
Marketing Strenght
Complex of informations about firm
Competitivity Position
Ownership
Risks
Risk Situations
Crisis Situations
Ownership situation
Firm Evaluation
Total Evaluation

6 The fuzzy system and results

The complexity of the problem and the high number of variables create a lot of
intermediate variables, which collect together few variables in groups that have a
significant meaning. As you see, the system (figure 1), is built by two macro-
groups: all the information on the firm and the risk factors. The two partial outputs
produce the final evaluation. This choice is due to the fact that, for the bank, the
risk factors have a greater importance than the firm evaluation. The final rules-
block takes into account this bank decision.

As example in Figure 2 we shaw some details about var 01 = Cohesion Level, var
02 = Decisor Capacity, var 03 = Risk Propensity and the rules block that generates
intermediate variable int 06 = Decisor Profile.

In figure 3, the first rules block shows the aggregation int 09 = Decisor Behaviour
= f (intO6,intlO), where int 06 = Decisor Profile and int 10 = Managerial
behaviour of Decisors.

The second is relative to intl l=Behaviour Information =g (var08,var09,varl0),
with var08 = Insufficient Caution, varO9 = Insufficient clearness, var 10 =
Reluctance. The third is relative to Int 13 = Decisor = h (int9,intl 1), with int 09 =
Decisor Behaviour, intll=Behaviour Information. The last rules block (Figure 4)
is relative to the partial final evaluation int 23 = Firm Evaluation that depends by
int 12 = Aggregate Judgement of Firm and int 18 = Ownership. The last is the
fuzzification of the partial output Firm Evaluation Its range is [0,1] and has eight
linguistic attributes.
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Fig. 1. Design of the system
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i 1 veryjow

2 very_low
3 very_taw
4 veryjow

5 low

6 mediumjow

7 mediumjow

8 mediumjow
9 medium_low

10 medium

11 medium

12 medium

13 mediumjiigh

14 mediumjiigh

15 mediumjiigh

16 high v veryjiigh

17 high v veryjiigh

18 high

19 high

20 high v veryjiigh

21 veryjiigh

22 veryjiigh

j Ownership

low v mediumjow

medium

medium_hihg v high
veryjiigh

medium

low v mediumjow

medium

mediumjiihg v high

veryjiigh

low v mediumjow

medium_hihg
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Fig. 4. Rule block of intl2, intl8 and int23 (FirmEvaluation) with layout

We tested the system using as input values the results obtained by the
questionnaires proposed to the bank officials. The bank give us data of 287
positions, 171 "in Good Position"(G), 116 in "Bad Position" (B). To decide what
is the best cut-off point, we used the classical method of the cumulated
frequencies. The results are presented in table 1, where four columns are shown.
The first one contains the valuation intervals, the second one, for every interval,
contains the cumulate percentages of'Good Position", the third one the analogous
values for the "Bad Positions" and the fourth contains the difference between the
bad and the good cumulated percentage.
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1,00

0,90

0,80

0,70

0,60

0,50

0,40

0,30

0,20

0,10

0,00

. „ - • / '

=0
<0,Q5

<0,15
<Q,2
<0,25
<0,3
<0,35
<0,4
<0,45
<0,5
<0,55
<0,6
<0,65
<0,7
<0,75
<Q,8
<0,85
<0,9
<0,95

Good
0,06
0,07
0,08
0,09
0,11
0,12
0,13
0,13
0,13
0,16
0,17
0,18
0,19
0,23
0,29
0,38
0,45
0,50
0,71
0,78
1,00

Bad
0,23
0,27
0,40
0,45
0,49
0,55
0,59
0,61
0,63
0,70
0,73
0,78
0,79
0,80
0,84
0,91
0,92
0,94
0,98
0,99
1,00

Diff
0,168
0,197
0,315
0,361
0,380
0,429
0,458
0,483
0,495
0,540
0,563
0,600
0,606
0,568
0,552
0,525
0,472
0,443
0,275
0,214
0,000

Tab. 1. Cumulate Percentage

The fourth column is calculated in order to evaluate the cut-off threshold by which
we minimise the number of firm misclassified. The table shows that the optimal
point between 0,55 and 0,50. A more detailed table shows that it is 0,58. This
value is the one that shows the maximum discriminant level of the system. Fixed
the cut-off point, we have studied the misclassified cases. If we indicate with G',
the clients labelled by the system in a "Good Position" and with B' the ones in
"Bad Position", in Table 2 the fourth and fifth rows and second column show the
percentage of all clients who are indicated in a "Good Position" and are
recognized by the system and the same for the clients in a "Bad position".

G7G
BVB
G7G %

BVB %

Good and Bad correct

146/171

93/116

86%
81%

Good and Bad incorrect

25/171

23/116

14%
19%

Tab. 2. System performance

We have analyzed who are the 48 clients misclassified. Few of them, about 4%,
have evaluations in a narrow neighbourhood of the cut-off level. Little changes in
the analysts replayes carry to correct evaluations. The remaining part have the
same evaluation of clients correctly classified, but they were in different classes.
As always happens, the best way to understand what happens in the misclassified
situations, is to go back in the system tree and to look at the intermediate
variables. They produce the same results. So we go back more and we have
analized all the inputs. They were, in practice, the same. Small differences were
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present in some input, but in these cases no other method would be able to classify
them in the right position. The comment we have done with the bank was that
there are two possibilities. Or the firms were really identically in the expert
judgement or the experts do not work well, when they edit the questionaire.

7 The fuzzy cluster method

The second method is due to a request of the bank to have a rating procedure. We
propose a fuzzy clustering approach. The primary objective of clustering is to
partition a given data set into so-called homogeneous goups (clusters).
"Homogeneous" indicates that all points in the same group are close to each other
and are not close to points in other groups. In hard (crisp) clustering every object
belongs to one and only one cluster. Very often, this crisp partition produces a
number very high of clusters. If we let that, every object belongs to every cluster
with a different membership function, we works in a fuzzy cluster contest. One of
the most frequently used fuzzy cluster algorithms is the Fuzzy C-Mean (FCM)
(Bezdek J.C. 1981). This algorithm is a generalization of Basic ISODATA one,
called hard c-means (Duda R.- Hart P. 1973). Fuzzy clustering allows feature
vectors to have membership of multiple clusters, each to varying degrees.
Membership functions can be interpreted as the degrees of typicality of degrees of
sharing. The fuzzy c-means method aims to minimise an objective function. The
standard objective function is

)wh-vJ|2 (1)

where u{- € [0,1], 2^ uij- = 1> 0 < ^ u t j < n, U = (u-\ is the partition matrix

/=i j=\

of dimension (c,ri), which elements are the membership value of every data Xj to

each cluster /.

— 2z~ ^ is ^ centroid of cluster / (2)

II II is the Euclidean norm, c is the number of clusters, me [ l . + co) is the

fuzzifier. The fuzzifier m determines the level of cluster fuzziness. If

YYI—>+oothe partitions becomes more and more fuzzy. For wi=l, the
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memberships U-- converge to 0 or 1, and we have a crisp partitioning. In the

absence of experimentation or domain knowledge, m is commonly set to 2. This
algorithm has in its internal formulation the number c of cluster we desire, so it
seems that FCM is an input-output data classifier. In reality the individuation of c
is obtained earlier in the process by the contemporary maximization of the
partition coefficient and minimization of the partition entropy [1]. The bank data
produce that the optimal value of c are 2 or 4. Here we present the case of c=2,
Good and Bad position. In the next figure (Figure 5) we show the two sets. There
are few cases of misclassification. They are the same ones misclassified by the
expert system. This method provides a great deal of information. It also enables to
understand who is the typical client in a Good (Bad) position; he realizes the
maximum level of membership function in the relative cluster , he is the centroid.

;>;?.- -

Fig. 5. Dark colour=Good Clients, Pale colour= Bad Clients

8 Conclusion

This paper is the first attempt to address the problem of qualitative analysis in
bank lending. No other results are present in literature and we are very lucky to
find a bank that had the idea to formalize this problem.

Scientific research in modelling and simulation needs new techniques to deal with
new complex problems, where good theoretical models are lacking. Approximate
solutions are needed to deal with systems where classical methods are insufficient.
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Tolerance for imprecision, vagueness and uncertainty is a part of reality which
cannot be avoided. We are at the beginning of this research and it is our intention
to continue the study, combining the two methods proposed.
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1 Introduction

The past two to three decades, in particular, have seen a continually growing
interest in so-called two-dimensional (2D) or, more generally, multi-dimensional
(nD) systems. This is clearly related to the wide variety of applications of both
practical and/or theoretical interest. The key unique feature of an nD system is that
the plant or process dynamics (input, output and state variables) depend on more
than one indeterminate and hence information is propagated in many independent
directions.

Many physical processes have a clear nD structure. Also, the nD approach is
frequently used as an analysis tool to assist, or in some cases enable, the solution
of a wide variety of problems. A key point is that the applications areas for nD
systems theory/engineering can be found within the general areas of Circuits,
Control, and Signal Processing (and many others). An obvious approach to, for
example, the control related analysis of nD systems, particularly at the conceptual
level where some degree of similarity is often apparent, is to simply extend
standard, i.e. ID, techniques. This approach is, in general, incorrect since many
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common ID techniques do not generalise. Also, there are many nD systems
phenomena, which have no ID systems counterparts.

Despite the diversity of applications areas, a very large volume of literature exists
on basic nD systems research and is continually being added to, see e.g. [6, 25, 26,
28, 32]. This often requires mathematical tools outside those required in standard
(ID) linear systems theory. Space limitations prevent a comprehensive treatment
of these techniques. Instead we give a summary of the main ones placing emphasis
on where fundamental/essential differences with the ID case arise.

At an "abstract" level nD systems theory sets out to examine the same basic
questions as ID theory, e.g. controllability, observability, causality, construction
of state space models (realisation theory), stability and stabilisation, feedback
control, passivity. The basic reason why generalising ID results (generally) fails is
due to strong mathematical difficulties with the analysis tools employed. Also, as
already noted, there are many key issues associated with nD, systems, which have
no ID counterparts.

Consider now the 2D/nD systems case where transfer function representations are
to be used as the analysis base. Then difficulties immediately arise here due to the
complexity of the underlying ring structure, i.e. functions in two or more
indeterminates where the underlying ring does not have a division algorithm. The
existence of a division algorithm for Euclidean rings forms the basis for the
algorithmic derivation of many canonical forms and solution techniques at the
heart of ID systems theory, e.g. the Smith form and the solution of ID polynomial
equations. Furthermore, nD nonnegative polynomials cannot be always written as
a sum of squares of polynomials, which also prevents in some cases the
application of ID techniques [40].

In the ID case, coprimeness of polynomial matrices is a key analysis tool; see e.g.
[31]. There are three forms of coprimeness for an nD polynomial matrix, termed
factor, minor and zero respectively. These are all equivalent in the ID case, but for
the 2D case only minor and factor coprimeness are equivalent. For the nD case
none of these concepts are equivalent ([31]).

As a simple example in the 2D case, consider the polynomials \z} + l)(z2 + l )

and Z\Z2 + 2z 2 + 1 - These two polynomials are factor coprime but have a

common zero at (-1, -1). It is also straightforward to see that zeros of a two-variate

polynomial are not isolated points. Obviously for the first polynomial every pair

of the form of (Zj,—l), Z\ €• C or (— 1, z2 )->Z2^ C is a polynomial zero. Also,
the investigation of the stability of 2D linear systems (and also nD linear systems)
is greatly influenced by this situation. In particular, the difficulty is that the
numerator polynomial of the open loop can directly influence stability! This key
result was first reported by Goodman [30] after a considerable volume of literature
had appeared on stability tests based on 2D transfer function descriptions. As a
result, it is possible for transfer functions with the same denominator but different
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numerators to exhibit different stability characteristics. The key point here is that
such transfer functions have non-essential singularities of the second kind, which
have no ID analogues.

The a'priori information available and the modelling objectives permit the choice
of different model structures to describe 2D or nD systems. As a basic starting
point, these representations can be classified according to whether or not an
input/output structure is included, and latent (or auxiliary) variables are included.
This general area is discussed further e.g. in [45] and the relevant references. This
in turn has created an extremely interesting approach to systems with contribution
also to multidimensional systems, called "behavioural", or generally "algebraic",
started by J. Willems and next developed also by H. Pillai, J-F. Pommaret,
A.Quadrat, P. Rocha, E. Rogers, S. Sankar, G. Wood, R. Ylinen, E. Zerz, and
many others.

2 State Space Models

As in the ID case, state space models are a very important class of internal
representations. In this context, the concept of the state of a system can be defined
(obviously) as the memory of the system, i.e. the past and future evolutions are
independent given the current state. Hence the concept of a state depends on
which ordering is considered on the underlying grid. Commonly used models for
systems recursive in the positive quadrant are the Roesser model ([46]) and the
Fornasini-Marchesini models ([21]) in all their forms (see e.g. [42] for a
generalisation of the original model in this class). Hence, the Roesser model for
discrete linear 2D systems can be presented as

x\i,j
= A (1)

(2)

where X (i, j) 6 R"1' and Xv (i, j) e R"" are the horizontal and vertical states,

respectively, u(i, j) 6 Rq is the system input, y(i, j) e Rs is the system

output, i, je Z+, A, B, C and Dare known real constant matrices with

appropriate dimensions. The boundary condition of the system is as follows:
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xo=[xh(O,O)T,xh(l,O)T,xh(2,O)T...;xv(O,O)T,xv(O,lf,xv(O,2)T..] T

The transfer function matrix of the 2D discrete-time system ( Z ) can be written as

where

/ (Z j , z2) = diag(zjnh, z2lnv) (4)

On the other hand, a 2D discrete-time system can be also described by the

following Fornasini Marchesini model:

x(i +1, j +1) = Ajjc(/ +1, j) + A,jc(/,; +1) + B}u(i +1, j) + £2w(/, ; +1) ,~

where Aj, A2, 5 j , B2, C and Z) are known real constant matrices with

appropriate dimensions, and the rest of notations are the same as for the Roesser
model. Then, the transfer function of the 2D discrete-time system can be written
as

1 (6)

3 System Theoretical Features

The structure of these models (and others) has been extensively investigated. One
of the most striking differences with the ID case is the need to consider both a

global, X , and a local, X, state. Basically, the global state in a diagonal line, Lk

denoted Xk, is defined as the collection of all local states along Lk. Concepts
such as reachability, controllability and observability are then defined at both
global and local levels and they can be quite distinct properties.

Minimality in the ID case is completely characterised by reachability (or
controllability) and observability of the state space model. This is another key
area, which does not generalise from ID to nD where only partial results are yet
known. A key problem here is again related to the complicated structure of the
underlying ring structure, i.e. the lack of simple methods for checking the
existence of solutions of polynomial equations in more than one indeterminate.
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(As noted by Cayley, there are no determinant-based conditions similar to
Kramer's rule for systems of ID linear equations). Grobner basis theory ([8] for
example) may help to solve this key problem. A more detailed discussion of this
problem can be found in Chapter 3.

In the ID case, the similarity transform applied to the state vector has a key
theoretical and practical role. This is again not true for nD systems where, for
example, the problem of obtaining all possible state space realisations of a given
state space model cannot be solved in a similar manner ([27]). Also the synthesis
problem, which is at the heart of 2D/nD circuit theory and applications, has not yet
been completely solved in the 2D/nD case.

Continuing, causality is a key feature of classic dynamical systems (it must be
present for physical readability). In the ID case, the general concept of "time"
imposes a natural ordering into "past", "present" and "future". Again the situation
is different in the nD case due, in effect, to the fact that some of the indeterminates
have a spatial rather than a temporal characteristic. Hence causality is of less
relevance than in the ID case since it is only necessary to be able to recursively
perform the required computations.

Next, we give a brief overview of the developments in nD systems, which are
relevant to the work reported here. The first significant work on nD systems
appeared in the early 1960's in the general area of circuit analysis. There are two
papers, which are widely recognized as the "starting points". First, Ozaki and
Kasami (1960) [43] showed that positive real functions of two or more variables
could be used in the analysis and synthesis of circuits with variable parameters.
Then, in Ansell (1964) [3] showed how the same approach could be used for
networks of transmission lines (distributed parameter elements and lumped
reactances). This work was of particular interest to electrical engineers studying
high frequency networks (micro-waves). It is also of interest to note that
significant contributions to systems synthesis using 2D positive real functions was
also reported by Uruski and Piekarski (1972) [49]. Also, the use of this theory in
the study of transmission lines led to the suggestion that it could also be applied to
the study of systems with delays.

Following these early publications, in particular, great interest was generated in
the synthesis of 2D and nD positive real functions or matrices under the usual
circuits restrictions of passivity, losslessness etc. Key papers in this general area
include Koga and many papers since then by, for example, Youla, Saito, Scanlan
and Rhodes. It is also important to note that this general area is still open in many
respects.

The advances in the general area of signal/image processing have created many
applications for, in particular, 2D and 3D filters. These include seismology,
tomography and visual data communications applications. Early analysis/design
tools were largely based on input/output descriptions in the form of
multidimensional difference equations with immediate links via the
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multidimensional z and Fourier transforms to multidimensional transfer functions
(or transfer function matrices). Design tools for multidimensional filters is an area
in which much work has been done and the filters implemented - see, for example,
Fettweis (1984) [10]. Also, prominent is work by Fettweis, see for example [19],
on the extension of classical analogue circuit theory techniques (e.g. the Kirchoff
laws, passivity) together with wave digital filters to digital applications, which is a
subject of thew further sections.

Another field for nD systems theory are processes modelled by partial differential
and/or difference equations. Interesting applications reported to date include river
pollution modelling, [22].

4 Realization Theory

The crucial problem of constructing state-space realizations of 2D/nD linear
systems from input-output data - often is given in the form of a 2D/nD transfer
function description. Here, the basic philosophy followed arises from the
following quotation by Fornasini (1991) [23] "The unquestioned success of the
estimation and regulation procedures in ID theory mainly relies on state space
methods that allow for efficient and explicit synthesis algorithms. Along the same
lines, it is expected that the introduction of state space models that depend on two
independent variables will eventually display concrete applications of rich body of
2D theory" .

The problem of constructing state-space realizations for 2D/nD linear systems is
much more complicated than for ID, linear systems and, amongst others, this is
due to the complexity of the underlying multivariate polynomial ring. This general
area has been the subject of much research effort over the years (leading to a
number of competitive methods) but, in general, it is still an open research
problem.

A second motivation for the general approach to be employed here is taken from
Youla and Pickel (1984) [52]: "Some of the most impressive accomplishments in
circuits and systems have been obtained by in-depth exploitation of the properties
of elementary polynomial matrices. ... Algorithms for the construction of such
matrices are, therefore, of both theoretical and practical importance" . Based on
this underlying idea, Galkowski (2002) has developed the so-called Elementary
Operations Algorithm (EOA), which is a systematic method for constructing a
range of state-space realizations for 2D systems. Note also that the possibility of
achieving various equivalent state-space realizations is of particular interest for
2D/nD systems since, as mentioned, unlike the ID linear systems case, the
similarity transform does not provide all possible realizations.
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5 Theory and Application of Multidimensional
Circuits

Multidimensional circuits [5, 17, 35, 36, 37, 38, 39, 40] (as a significant part of
systems theory) gained considerable attention during the last decades due to a
great variety of application in image processing, geophysics, medical imaging, and
virtual reality.

The primary signals occurring in classical one-dimensional (ID) electrical circuits
are voltage and current which are, in the case of lumped elements, functions of
time. Such networks obey Kirchhoffs laws and are well investigated systems. In
this context there exists a one to one correspondence between voltages and
currents in a physical sense and the signals used in graphs on model level.
Nevertheless, the graph theoretical based network theory also would be possible
without any physical meaning as a mathematical well defined building of axioms
and theorems. On this level, the restriction to one independent variable can be
overcome by considering all signals in such generalized networks to be dependent
of several variables, t^...,tn, where n is the dimensionality of the problem. In

order to be in accordance with ID circuit theory, such signals still will be called
voltage and current, however, need not necessarily represent such quantities in a
physical sense. Working on such a graph theoretic level, Kirchhoffs laws still can
be maintained (see Fig. 1).

Kirchhoffs current law Kirchhoffs voltage Jaw-

Fig. 1: Kirchhoffs laws still apply in the nD case

Furthermore, building elements can be ideal lines, constant building elements like
ideal transformer, gyrators, circulators, and real resistors. Also two different types
of reactive building elements exist, called inductance and capacitance, which are
nD generalisations of the corresponding ID elements, i.e. voltage and current at
such a one-port are related via a first order derivative. However, in the nD case, a
partial derivative with respect to one of the independent variables tl,...,tfl is
performed, see Fig.2.
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Inductance Capacitance

?'('..-.'.) I i(t,,...,t.)
v(/,,...,0 | § L v(t,,...,t,,) j = |= C

T ' 1

Fig. 2: Two different types of reactive building elements

In other words, multidimensional networks are Kirchhoff circuits in the classical

sense, with the exception that reactive building elements (inductances and

capacitances) can differ in the variable tk to which respect the partial derivative is

performed.

Next, to each variable tk we associate a complex frequency variable (Laplace

variable), pk, k — 1 , . . . , n . For the steady state case we can introduce the

complex calculus, where the relation between complex amplitudes of voltage and
current is described via a complex impedance, see Fig. 3.

v\ a n.t. v\ i'

Fig. 3: Steady state relations

Obviously, a reactive element is characterized by

• the value of the building element: L or C, respectively

• the type of complex frequency variable: pk
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An example for a two-dimensional (n = 2) circuit is given in Fig. 4, where

e ^ , . . . , ^ ) acts as input signal and v ( ^ , . . . , ^ ) (voltage over R2) acts as

output signal of a linear 2D system.

Fig. 4: Example for a 2D circuit

In general, an nD multiport (see Fig. 5) is described via the associated impedance

matrix Z ( px,..., pn ) or the scattering matrix S ( px,..., pn ) which now are

rational matrices in n independent frequency variables px,..., pn .

nD passive network with linear tumped building elements

©
Impedance matrix

Z(/?,,.. .,/;„)

' • / , "

I,

.A'Z-port

Scattering matrix

Sip,,...,/)„) - (/?"-Z7?'=-/)(/?"-Z/?"-+/)"'

where T ^ 0

0
/ = unit matrix

Fig. 5: nD multiport

In case of passive building elements the overall passivity of the network is
guaranteed. The latter is strongly related to the stability of such a system.

Passivity itself is defined as
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M
^ . / * > 0 for Rzpk >0, k = l , . . . ,n (7)

In this case, the scattering matrix obeys the equation

I-S*(Pl,...,pn)S(pu...,Pn)>0 for Rept >0, * = l,...,n (8)

In other words, passivity leads to stability in a Lyapunov type sense. This aspect is
of greatest interest in the context of the design of nD systems, since structural
passivity guarantees stability of the resulting system. Furthermore, lossless
systems form a very important subclass of passive systems. In such special cases
the scattering matrix additional obeys the property

v...Jcon) = I,cokeR,k = l...,n. (9)

In the case of real networks this property is equivalent to

For simplicity of notation, let us restrict our attention to real circuits in the
following, although all results also can be generalized to the complex case.

Stability in particular depends on the denominator polynomial of the scattering

matrix 5 ( / ? 1 , . . . , / 7 r t ) . In contrast to ID systems theory, different classes of

Hurwitz polynomials have to be discussed in the nD case [5, 11, 15, 16]. The class
appearing as denominator of scattering matrices of passive circuits is called
"scattering Hurwitz polynomial" and obeys the following properties.

An n-variable real polynomial is called scattering Hurwitz, if

g(Pi,...,pn)*0 for

g (/?!,...,pn)and g (-#, . . . ,-pn) are relatively prime.

Following the above discussion, there might be the impression that the concept of
nD circuits is only of academic importance since such systems cannot be realised
in a physical sense by using classical electrical building elements. However, such
a conclusion is not true, nD circuits serve as reference networks for the design of
stable and robust nD discrete systems by using bilinear transform. Such a
procedure is well known from ID filter design and can be generalized to the nD

case. To be more specific, let £•• ( / ? j , . . . , pn)bt an element of the scattering

matrix of a passive circuit, by using the bilinear transform
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1 zk +1 , 1
Pk=— ^ — T ' k = l,...,n, ( l l )

1 ̂  Zfc 1

we obtain

H (7 7 1 = S-<\ - - ri2^
VT\ Z\ - 1 Tn zn-\)

where / / ( Z j , . . . , Zw ) can be used as transfer function of a stable nD discrete

system. A more sophisticated procedure to use this concept implicitly is the wave
digital filter approach [1,9, 12], where the structure and building elements of the
nD reference circuit are transformed into a signal flow graph of a discrete system

whose transfer behaviour is again described by H ( z j , . . . , Zn) defined in (12).

The advantage of the wave digital filter approach can be seen in the property that

synthesis of H ( z j , . . . , zn) is done automatically in a way that the resulting

discrete system is not only stable under ideal linear conditions but also if nonlinear
effects like quantization and overflow are taken into account.

As outlined above, nD circuits can be used for modeling partial differential
equations which are derived from real situations in physics. The latter aspect is of
great importance since only passive systems can be comprised. The integration of
such partial differential equations can be accomplished by deriving the associate
wave digital filter [13, 18, 20, 24, 50]. In future this aspect will be of great
importance since even nonlinear cases can be covered by considering nonlinear
inductances, capacitances, and resistors.

Finally, multidimensional networks can be used to generate stable nD polynomials
[41]. Assume any nD circuit consisting of passive building elements, then for any

nonnegative choice of the values of these building elements, i.e. Ri, L., C{- 6 R ,

the denominator of the associated scattering matrix is a stable polynomial in

( /?! , . . . , pn^j and after using the bilinear transform (11) a "discrete" stable

polynomial in (Z\ , . . . , Zn ) can be derived.

6 Repetitive Processes

In contrast to the ID case, it is possible to consider models with a so-called mixed
structure. For example, Kaczorek (1994) [33] has studied systems described by
state space models, which are discrete in one direction and continuous in the other.



294

Such models have obviously close links with linear repetitive processes, which
have numerous practical applications, Rogers and Owens (1992) [47]. The
essential unique feature of a linear repetitive process is a series of sweeps, or
passes, through a set of dynamics defined over a fixed finite duration known as the
pass length. On each pass, an output, termed the pass length, is produced which
acts as a forcing function on, and hence contributes to, the next pass profile.
Practical examples include long-wall coal cutting and metal rolling, Smyth (1992)
[48], and algorithmic examples include classes of so-called iterative learning
control schemes, see e.g. [2], and iterative solution algorithms for classes of non-
linear dynamic optimal control problems based on the maximum principle Roberts
(2000) [44].

The state space model of the differential linear repetitive processes considered

here has the following form over 0 < t < Ot, k >0,

Here on pass k , xk (t) is the nX1 state vector, yk(t) is the m X l pass profile

vector, and uk{t) is the / x l vector of control inputs.

To complete the process description, it is necessary to specify the 'initial
conditions' - termed the boundary conditions here, i.e. the state initial vector on
each pass and the initial pass profile. Here no loss of generality arises from

assuming xk+l(0) = dk+v: k >0 and yo(t) = f(t) , where dk+l is an nXl

vector with known constant entries and f(t) is an m x l vector whose entries
are known functions of t. Such a model is clearly a continuous discrete linear 2D
system but it is also possible to define the discrete linear repetitive process clearly
resembling the standard discrete 2D system. Following Rogers and Owens [29]
the state-space model of a discrete linear repetitive process has the following form
o v e r 0 < p<OC, k>0

(14)
yk+l (p) = Cxk+X (p) + DuM (p) + Doyk (p)

where on pass k,xk(p) is the nX\ state vector, yk(p) is the raXl vector

pass profile, and Uk (p) is the / X1 vector of control inputs.

To complete the process description, it is necessary to specify the 'initial
conditions' - termed the boundary conditions here, i.e. the state initial vector on
each pass and the initial pass profile. Here no loss of generality arises from
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assuming ^ + ] ( 0 ) = dk+l, k > 0 and yo(p) = f(p) where dk+l is an n X l

vector with known constant entries and f(p) is an m X l vector whose entries

are known functions of p .

Comparing this process with a discrete linear 2D system of the Roesser form we
easily see that (14) can be transformed to the form of (1), see e.g. [29], and then

xk+l
xh (/, y); yk (P)

A > Aj j , BQ > A12, C > A2i, L'o ^ A22

The discrete repetitive process dynamics can be highlighted by the folowing
figure, which describes the role of the two-dimensional information updating in
the system.

CO
CO

O

CO
CO

k+2

k+1

yk(0) yk(a-i)

o

Fig.6: State dynamics

along the pass cc-1

7 Stability and Stabilisation

A great practical, as well, as theoretical interest for all system classes are stability
analysis and appropriate stabilising controller design. Now, we revisit concisely
base notions and methods. Following e.g. Kaczorek [32] remind the asymptotic
stability definition.
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Definition 1 The 2-D linear discrete-time system is said to be asymptotically
stable if

lim||jcC/,y)||=o (15)

under zero input u(i, j) = 0 and the boundary condition such that

sup JbtA(0,7)1 <°° and SupJ|xv(/,0)|

where

<oo,

iJ)T, xv(i,j)T\r

It is well known that the asymptotic stability of 2D systems [32] can be
characterised in the spectral form by the following lemma.

Lemma 1 The 2D system is asymptotically stable if and only if the
characteristic polynomial has no zeros in the domain

^ 1 a n d

| > l and

It is however a troublesome task to provide the effective tests for stability
checking in this way. A very efficient approach is based on the Lyapunov theory
and exploits the so called Linear Matrix Inequalities (LMI) [7], which can be
solved in the well developed, easily accessible toolboxes as e.g. under Matlab and
Scilab and many other solvers. The following theorem [29] provides an easy
sufficiency test for asymptotic stability of the 2D linear system or the so-called
stability along the pass of the discrete linear 2D system.

Theorem 1 [29] The 2D system is asymptotically stable if there exist matrices

P > 0 and Q > 0 satisfying the following LMI:

A?PAX

<0 (16)
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where

4 = A A

1 12

0 0

0 0
(17)

In terms of the design of control schemes for 2D systems, it has become clear that
the most powerful control action comes from feedback action. For the Roesser
model it is of the form

(18)

where K is an appropriately dimensioned matrix to be designed. Next, introduce
the matrices

0
(19)

then we have the following result.

Theorem 3 [29] The 2D system is asymptotically stabilisable by a state

feedback of the form (18) if there exist matrices Y > 0, Z and N such that

the following LMI holds

Y + Z

0

0

- Z

YAX
T

YA/ NTB2
T

-Y

<0 (20)

If the conditions are satisfied, then a stabilizing control is given by (18) with

= NY~\ (21)

It is important to note that LMI methods, despite some level of conservativeness
introduced due to providing only sufficient conditions for most multidimensional
problems, are very efficient in handling many practically motivated cases, as e.g.
with a model uncertainty, i.e. with no full information on the system [29].



8 Conclusions and Future Trends

Multidimensional systems recently found many applications to solve or assist
numerous important practically and theoretically problems. Finally, we mention a
few particularly interesting subareas for further work:

1. Continuous and hybrid /continuous discrete/ systems and circuits, e.g. repeti-
tive processes, including multidimensional /e.g. plane/ repetitive processes,

2. Nonlinear systems via Volterra operators and multidimensional system meth-
ods,

3. Algebraic approach to multidimensional systems, including fractional, com-
plex and quaternionic methods,

4. Probabilistic multidimensional systems,

5. Systems and circuits with switched dynamics /time and space variant/,

6. Delay effects, and many, many others,

7. Circuits as reference network for nD digital filters,

8. Circuits as models for partial differential equations,

9. Derivation of stable polynomials by means of nD circuits.

9 References

[1] Aggarwal J. K., "Principles of multidimensional wave digital filtering", Digital

Signal Processing, Ed. Fettweis A., 262-282, Point Lobo Press, Hollywood, 1979.

[2] Amann N., Owens D.H., Rogers E., "Predictive optimal iterative learning control",

Int. J. Control, Vol. 69, No. 2, 203-226, 1998.

[3] Ansell H.G., "On certain two-variable generalizations of circuits theory, with

applications to network of transmission lines and lumped reactances", IEEE Trans,

on Circuits and Systems, Vol. CAS-11, 214-223, 1964.

[4] Basu S., Fettweis A., "On the factorization of scattering transfer matrices of

multidimensional lossless two-ports", IEEE Trans, on Circuits and Sytems, Vol.

CAS-32, 925-934, 1985.



Information Processing and Security Systems 299

[5] Basu S., Fettweis A., "New results on stable multidimensional polynomials-Part II:

Discrete case", DEEE Trans, on Circuits ans Systems, Vol. 34, No. 11, 1264-1274,

1987.

[6] Bose N.K. (Ed.), Buchberger B. (Ed.), Guiver J.P. (Ed.), "Multidimensional

Systems Theory and Applications", Kluwer Academic Pub., 2004.

[7] Boyd S., Ghaoui L. E., Feron E., and Balakrishnan V., "Linear Matrix Inequalities

In System And Control Theory", vol. 15 of SI AM studies in applied mathematics.

SIAM, Philadelphia, 1994.

[8] Buchberger B., "Ein algorithmishes kriterium fur die losbarkeit eines algebraishen

gleichungsystems", Aeq. Math., Vol. 4, 374-383, 1970.

[9] Fettweis A., "Multidimensional wave digital filters", European Conf. Circuit

Theory and Design, Vol. II, 409-416, 1976.

[10] Fettweis A., "Multidimensional circuits and systems", in Proc. IEEE Int. Symp. on

Circuits and Systems, Vol. 3, 951-957, 1984.

[11] Fettweis A., "Some properties of scattering Hurwitz polynomials", Archiv fur

Elektronik und Ubertragungstechnik, Vol. 38, 171-176, 1984.

[12] Fettweis A., "Wave digital filters: Theory and practice", (invited paper) Proc. of the

IEEE, Vol. 74, No. 2, 270-327, 1986.

[13] Fettweis A., "Discrete passive modeling of physical systems described by PDEs",

European Signal Proceeding Conference, Vol. 1, 55-62, 1992.

[14] Fettweis A., "Simulation of hydromechanical partial differential equations by

discrete passive dy-namical systems", In Kimura H. et al Eds. Recent Advances in

Mathematical Theory of Systems, Control and Signal Processing II, MITA Press,

489-494, 1992.

[15] Fettweis A., Basu S., "New results on multidimensional Hurwitz polynomials",
ISCAS, Vol. 3, 1359-1362, 1985.

[16] Fettweis A., Basu S., "New results on stable multidimensional polynomials-Part I":

Continuous case", IEEE Trans, on Circuits ans Systems, Vol. 34, No. 10, 1221-
1232, 1987.

[17] Fettweis A., Linnenberg G., "An extension of the maximum-modulus principle for

application to multidimensional networks", Archiv ftir Elektronik und

Ubertragungstechnik, Vol. 38, 131-135, 1984.

[18] Fettweis A., Nitsche G., "Numerical integration of partial differential equations by

means of multidimensional wave digital filters", IEEE International Symposium on

Circuits and Systems, Vol. 2, 954-957, 1990.

[19] Fettweis A., Nitsche G., "Numerical integration of partial differential equations
using principles of multidimensional wave digital filters", Journal of VLSI Signal
Processing, vol. 3, 7-24, 1991.

[20] Fettweis A., Seraji G. A., "New results in numerically integrating PDEs by the

wave digital approach", IEEE International Symposium on Circuits and Systems,

Vol.5, 17-20, 1999.



300

[21] Fornasini E., Marchesini G. "Doubly-indexed dynamical systems", Math. Syst.

Theory, Vol. 12, 59-72, 1978.

[22] Fornasini E., "A 2-D systems approach to river pollution modelling, Multi-

dimensional Systems and Signal Processing, Vol. 2, 233-265, 1991.

[23] Fornasini E., Zampieri S., "A note on the state space realization of 2D FIR transfer

functions", Systems & Control Letters, Vol. 16, 117-122, 1991.

[24] Fries M., "Numerical integration of Euler flow by means of multidimensional wave

digital principles", Dissertation, Ruhr-Universitat Bochum, 1995.

[25] Gafkowski K., Vinnikov V., (Ed.), "International Journal of Control, spec, issue",
2004, Vol. 77, no 9.

[26] Galkowski K., Longman R. W., Rogers E., (Ed.), "International Journal of Applied

Mathematics and Computer Science: Special Issue: Multidimensional Systems nD

and Iterative Learning Control", 2003, Vol. 13, no 1.

[27] Galkowski K., "State-space Realizations of Linear 2-D Systems with Extensions to

the General nD (n>2) Case", vol. 263 of Lecture Notes in Control and Information

Sciences. Springer, London, 2002.

[28] Galkowski K., Wood J., Eds., "Multidimensional Signals, Circuits and Systems",

Taylor & Francis, 2001.

[29] Galkowski K., Rogers E., Xu S., Lam J. and Owens D. H., "LMIs-A fundamental

tool in analysis and controller design for discrete linear repetitive processes", IEEE

Transactions on Circuits and Systems I: Fundamental Theory and Application,

49(6), pp. 768-778, 2002.

[30] Goodman D,. "Some stability properties of two-dimensional linear shift-invariant

filters", IEEE Trans, on Circuits and Systems, Vol. CAS 24, 201-208, 1977.

[31] Johnson D.S., Rogers E., Pugh A.C., Hayton G.E., Owens D.H., "A polynomial

Matrix theory for a certain class of 2-D linear systems", Linear Algebra and Its

Applications, no.241-243, pp 669-703, 1996.

[32] Kaczorek, T., "Linear Control Systems", Research Studies Press LTD, (distributed

by John Wiley & Sons Inc), 1993.

[33] Kaczorek T., "2-D continuous-discrete linear systems", in Proc. Tenth Int. Conf. on

System Eng. ICSE'94, Vol. 1, 550-557, 1994.

[34] Kailath T., "Linear Systems", Prentice-Hall, Englewood Cliffs, N.Y., 1980.

[35] Kummert A., "Synthesis of two-dimensional lossless m-ports with prescribed

scattering matrix", Circuits, Systems, and Signal Processing , Vol. 8, No. 1, 97-119,

1989.

[36] Kummert A., "On the number of frequency-dependent building elements of
multidimensional lossless networks", Archiv fiir Elektronik und
Ubertragungstechnik, Vol. 43, No. 4, 237-240, 1989.



Information Processing and Security Systems 301

[37] Kummert A., "Synthesis of 3-D lossless first-order one-ports with lumped

elements", IEEE Trans, on Circuits and Systems, Vol. CAS-36, No. 11, 1445-1449,

1989.

[38] Kummert A., "Synthesis of two-dimensional passive one-ports with lumped
elements, Signal Processing, Scattering and Operator Theory, and Numerical
Methods", Eds. Kaashoek M. A., van Schuppen J. H., Ran A. C. M., International
Symposium on Mathematical Theory of Networks and Systems, 1989, Vol. Ill,

99-106. Birkhauser, Boston, 1990.

[39] Kummert A., "The synthesis of two-dimensional passive n-ports containing lumped
elements", Multidimensional Systems and Signal Processing , Vol. 1, No. 4,
351-362, 1990.

[40] Kummert A., "On the synthesis of multidimensional reactance multiports", IEEE
Trans, on Circuits and Systems, Vol. CAS-38, No. 6, 637-642, 1991.

[41] Kummert A., "2-D stable polynomials with parameter-dependent coefficients:

Generalisations and results", IEEE Transactions on Circuits and Systems, Vol. 49,

No. 6, pp. 725-731, 2002.

[42] Kurek J.E., "The general state-space model for a two-dimensional digital systems",

IEEE Trans, on Automatic Control, Vol. AC-30, 345-354, 1985.

[43] Ozaki H., Kasami T., "Positive real functions of several variables and their

applications to variable networks", IRE Trans, on Circuit Theory, Vol. 7, 251-260,
1960.

[44] Roberts P.D., "Numerical investigations of a stability theorem arising from the

2-dimensional analysis of an iterative optimal control algorithm", Multidimensional

Systems and Signal Processing, Vol. 11, No. 1/2, 109-124, 2000.

[45] Rocha P., "Structure and Representations for 2-D Systems", PhD Thesis, University

of Groningen, The Netherlands, 1990.

[46] Roesser R., "A discrete state space model for linear image processing", IEEE

Trans. Automatic Control, vol. 20, pp. 1-10, 1975.

[47] Rogers E., Owens D.H., "Stability analysis for linear repetitive processes", Lecture

Notes in Control and Information Sciences, 175, Ed. Thoma M., Wyner W.,

Springer Verlag, Berlin, 1992.

[48] Smyth K., "Computer aided analysis for linear repetitive processes", PhD Thesis,

University of Strathclyde, Glasgow, UK, 1992.

[49] Uruski M., Piekarski M., "Synthesis of a network containing a cascade of

commensurate transmissions lines and lumped elements", Proc. IEEE, Vol. 119,

No. 2, 153-159, 1972.

[50] Vollmer M., An approach to automatic generation of wave digital stzructures from

PDEs, IEEE International Symposium on Circuits and Systems, 2004.

[51] Youla D.C., Gnavi G. Notes on n dimensional systems, IEEE Trans on Circuits and

Systems, Vol. CAS-26, No. 2, 105-111, 1979.



302

[52] Youla D.C., Pickel P.F., "The Quillen-Suslin theorem and the structure of n-

dimensional elementary polynomial matrices", IEEE Trans, on Circuits and

Systems Vol. CAS-31(6):513-518, 1984.

[53] Zak S. H., Lee E. B., Lu W. S., "Realizations of 2-D filters and time delay
systems", IEEE Trans on Circuits and Systems, Vol. CAS-33, No. 12, 1241-1244,

1986.



Modelling using probabilistic algorithms

Anna BOROWSKA, Wiktor DANKO, Joanna KARBOWSKA-
CHILINSKA

Technical University of Bialystok
address, e-mail: anbor@ii.pb.bialystok.pl, danko@ii.pb.bialystok.pl,
asia@chilan.com

Abstract: Markov chains are typical tools for modelling real stochastic processes.
The present paper suggest to use an equivalent model of Iterative Probabilistic
Algorithms, interpreted in a finite structure. The Probabilistic Algorithms model
gives the possibility of modelling subprocesses and obtaining the algorithm
modelling the whole process as an (algorithmic) composition of algorithms
modelling subprocesses. The typical parametres (the transition matrix of the
algorithm, average number of steps,... ) can be determined without experiments
and compared to results of the statistical analysis of computer simulations.
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1 Introduction

The aim of the paper is to discuss the possibility of modelling real
stochastic processes by means of Iterative Probabilistic Algorithms (cf.
[1,2,4,7,8]), interpreted in a finite structure.

Iterative probabilistic algorithms are equivalent to Finite Markov Chains
(cf. [5,6]), therefore one can use them in all those situations, where Markov chain
model is suitable.

Iterative Probabilistic Algorithms are especially useful in the cases, where
the modeled process can be considered as a composition of several subprocesses
related in a probabilistic and/or algorithmic way. The advantage of Probabilistic
Algorithms model consists in the possibility of modelling subprocesses and
obtaining the algorithm modelling the whole process as an (algorithmic)
composition of algorithms modelling subprocesses. One can say, that the use of
Probabilistic Algorithms model enables us to realize the structural programming
strategy.

In this work is analyzed an example modelling a (simplified version of) a
real situation. First, its description is transformed into a Probabilistic Algorithm
model. Next, we shall use this algorithm to simulate the real process and
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investigate its behaviour (probabilities of passing from a state to another one,
average number of steps, ...) by means of the standard statistical methods (cf.
Appendix 2).

On the other hand, one can determine these statistical parameters without
experiments; the transition matrix of the algorithm, average number of steps, ...,
can be established in a theoretical way by means of algebraic methods (cf.
Appendix 1 and [4,8]).

If the parameters determined by means of experiments and parameters
obtained by the theoretical analysis of the algorithm differ essentially, we suggest
to improve generators of pseudorandom objects in implemented version of the
algorithm.

2 Iterative probabilistic algorithms

Let L be a first order language containing a countable set X = {x, y,...} of

individual variables, a set F = {f,g,...} of function symbols, a set R = {=,r,s,...}

of predicate symbols and a set C = {c, d,...} of constant symbols.

Let 3 =< A,F,R,C > be a structure for L, where A is a finite u-element

universe. By a valuation of variables from the set X ={xj,.. . ,Xh} we shall

understand any mapping tD : X —> A . The set of all valuations of variables from

Xh we shall denote by Wh .

We shall use an abstract programming language L p being an extension of

L. Probabilistic programs of L p are understood as iterative programs using

typical program constructions:

x := a;

begin... end,

if... then ... else ...,

while... do...
and two probabilistic constructions:

x := random,

eitherp ... or...
interpreted as follows: the first construction corresponds to a random generation of
a value of the variable and the first part of the second one is chosen with the
probability p and the other with the probability (1-p).

The probability distribution corresponding to random generation of
elements in assignments of the form x := random will be denoted by p :
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By a probabilistic structure for L p we shall understand the pair < 3 , p >

and denote by 3 p .

We shall assume that each possible valuation of the program variables is
assumed to appear with a probability. Thus one can speak about (sub)distributions
of probabilities ju defined on the set Wh of valuations:

where n = u .
Denote by M h the set of all such subdistributions. Since A = {aj,...,an }

and X h ={x 1 , . . . , x j 1 } , then Wh consists of n = u elements,

Wh = {G5j,...,G3n}. Thus each distribution jl can be represented as a n-element

vector ji = [(a1 , . . . ,^in] , where jUj =111(03}), i = l, . . . ,n.

A probabilistic program P is interpreted in the structure < 3 , p > as a

(total) mapping transforming input subdistributions into output subdistributions:

^<3,P>- Mh->Mh.

In this case P<^p>{\\) will denote the output subdistribution realized by the
program P in the structure < 3 , p > with the initial subdistribution JI . The notion

of probabilistic program realization can be illustrated as follows:

K

The following lemma (cf. [4]) gives an algebraic method of determining,
for a given program and an input subdistribution, the corresponding output
subdistribution, and therefore can be treated as an (algebraic) method of defining
the semantics of iterative probabilistic algorithms computations.

There are many (equivalent) methods of defining the semantics of
probabilistic programs computations (e.g., cf. [5]). This (algebraic) approach
seems to be the most useful for our purposes.
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Lemma
Let < 3 , p > be a structure for L p with the universe A = {a] , . . . , a n } . For

every program P(x j , . . . , x h ) we can construct, in an effective way, a n x n matrix

P = [Pij]ij=l,...,n» s u c h t h a t f o r e v e r y vectors M- = [M-i3i=i n > I1 =[^jlj=i,...,n =

= P<3 p >( j i ) , the following holds:

\i =|LloP

Moreover, an element py of P corresponds to the probability that G3j is

the output valuation after computation of P, provided that the valuation G3j

appears as the input valuation with the probability 1.
Construction of the matrix P for a given program P is briefly described in

Appendix 1 (cf. also e.g. [9]).

Example

Let us consider a program K of the form:

K: while x=0 do

Kj: either(i/2) x:-0; orx:~random\

This algorithm contains one variable which takes values from the 2-
element universe A = {0,1}. Since one instruction of this program is a
probabilistic assignment, than we must give a probability distribution for it; let
P = [p, l-pD-

Now we shall determine output probability distribution for the input
distribution M- = [Pi»P2]-

First, according to the method presented in Appendix 1 we get the
following transition matrix for our program:

ro
K =

Using this matrix and the input probability ja distribution we can

determine the following output probability distribution: JI = [O,pj + p 2 ] .
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Algorithmic modelling of probabilistic processes

In this section we shall illustrate the use of a probabilistic algorithm to
investigate a real situation. Suppose that there is a small warehouse of agricultural
machines in town. This warehouse employ only one attendant, because in the
same time there are only six machines in the building. On the basis of contract two
producers supply machines and two consumers receive them. First producer send
his product twice as frequently than second one. In one deliver first producer can
supply two machines and second one provide four machines. Second consumer
may take two products twice as frequently than first consumer, which take four
products during one visit in the warehouse. Certainly the attendant can not serve
two people in the same time.

Let us consider the case where, for example, in the warehouse there are
four machines and the second producer want deliver products (four pieces). This
delivery is destined to fail because one can have only six machines in the
warehouse.

We shall now describe this situation in terms o probabilistic algorithms.
By Pi, P2, Kj, K2 we shall denote producers and consumers respectively.

The variable M will describe the current state of the warehouse and F will be used
to denote the number of unsuccessful transaction. The values of the variable P_K
will belong to the set {Pi, P2, Ki, K2 }. This variable will describe the person
actually served by the attendant.

For readability of the text of the algorithm we decide to modify (to
diminish) the capacity of the warehouse and the size of delivers.:
we shall consider a warehouse with the capacity of only three machines. Each
deliver of Pj and P2 include one and two machines respectively. Kj takes two
machines and K2 takes one machine during one visit in the warehouse.

Before we construct an algorithm describing this situation, let us denote by
PI the following subprogram:

PI: (/T_K = P, thenifM<2 then M:=M + 1 else F :=F + 1;

This program models the behaviour of the first producer. The test M < 2 verifies
whether it is possible to transfer products to the warehouse.

Similarly, the following program K2, corresponding to the second
consumer, can be written as follows:

K2: ifPJL = K2 then if M>1 then M := M - l else F:= F + l ;

The subprogram
R: P_K:= random {Ph P2, Kh K2};
realizes the choice of a client (a producer or a consumer) which actually visits the
warehouse (in such a model problems like deadlock do not occur).
To define this precisely, it is necessary to define the probabilities p p , p p , p K ,

p K 2 such that Pp,+ P P 2 + P K l + P K 2 = l-
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We shall use in the example the following values of the random distribution p ;

pP i = l/3,pp 2 = l/6,pK i = l/6,pK 2 = l/3.

One step of the cooperation among producers, consumer and attendant of
the warehouse, can be describing by the following algorithm:

N: begin
P_K:= random {Ph P2, Kh K2};
f/P_K = P1 thenifM<2 then M:=M + 1 else F : = F + 1 ;
ifP_K = P2 then ifM<\ then M := M + 2 else F:= F+l ;
//"P_K = K! thenifM>2 then M:=M-2 else F:=F+1;
ifP_K = K2thenifM>\ thenM:=M-\ else F?=F+l;

end;
The iteration of the cooperation process leads to the following probabilistic

program P:

P: whileF<2 do

begin
P_K:= random {Ph P2, Kh K2 };

/fP_K = P, thenifM<2 then M:=M-f 1 else F:=F+1;

ifFJL = P2 then if M < 1 then M := M + 2 else F:= F + l ;

if P_K = Kj then if M > 2 then M := M - 2 else F := F + 1 ;

//P_K = K2 then if M>1 then M := M - 1 else F:= F +1 ;

end;

The set of all possible valuations of the program variables M, P_K, F can be
represented by means of n = 49 states. For example, the states (valuations) can be
enumerated as follows:

V i :

v2:

v3:

v4:

v5:

v6:

v7:

v8:

v9:

M=O,PK = P l f F = O,

M=l,PK = P b F = O,

M=2, PK = P b F = O,

M=3, PK = P b F = 0,

M=0,PK = P , , F = l ,

M=l,PK = P b F = l ,

M=2,PK = P b F = l ,

M=3,PK = P b F = l ,

M=0,PK = P, ,F = 2,
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v 4 7 : M=2, PK = K 2 , F = 2,

v48: M=3, PK = K2, F = 2,

v49 , , F = 3.

Now, we shall use this probabilistic algorithm to determine statistical
parameters related to the described situation. To each of subprocesses we shall
assign its transition matrix (according to the rules given in Appendix 1).
One can check, that for the subprogram PI we obtain the following matrix P I :

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

In a similar way we can construct matrices P2, K l , K2 for the modules P2,

K l , K2. The matrix corresponding to the subprogram N repeated during the

realization of the loop, can be simply obtained from matrices R, P I , P2, K l , K2.

The matrix below corresponds to the situation after the first repetition of

the subprogram N during the realization of the loop "while . . . " , i.e., we give the
matrix for the program if F < 2 then N :
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0 1 / 3 0 0 0 0 0 0 0 0 0 0 0 0 2 / 8 0 0 0 0 0 0
0 0 1/3 0 0 0 0 0 0 0 0 0 0 0 0 2 / 8 0 0 0 0 0
0 0 0 1 / 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 / B O 0
0 0 0 0 0 0 0 1/3 0 0 0 0 0 0 0 0 0 0 0 2 / B O
0 0 0 0 0 1 / 3 0 0 0 0 0 0 0 0 0 0 0 0 2 / B O 0
0 0 0 0 0 0 1 / 3 0 0 0 0 0 0 0 0 0 0 0 0 2 / 8 0
0 0 0 0 0 0 0 1/3 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1/3 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1/3 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1/3 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1/3 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1/3 0 0 0 0 0 0 0 0 0 0 0 0 2 / 8 0 0 0 0 0 0
0 0 1/3 0 0 0 0 0 0 0 0 0 0 0 0 2 / B O O O O O
0 0 0 1/3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 / 8 0 0
0 0 0 0 0 0 0 1 / 3 0 0 0 0 0 0 0 0 0 0 0 2 / B O
0 0 0 0 0 1 / 3 0 0 0 0 0 0 0 0 0 0 0 0 2 / 8 0 0
0 0 0 0 0 0 1 / 3 0 0 0 0 0 0 0 0 0 0 0 0 2 / B O
0 0 0 0 0 0 0 1/3 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1/3 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1/3 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 / 3 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1/3 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1/3 0 0 0 0 0 0 0 0 0 0 0 0 2 / 8 0 0 0 0 0 0
0 0 1/3 0 0 0 0 0 0 0 0 0 0 0 0 2 / 8 0 0 0 0 0
0 0 0 1/3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 / B 0 0
0 0 0 0 0 0 0 1 / 3 0 0 0 0 0 0 0 0 0 0 0 2 / B O
0 0 0 0 0 1 / 3 0 0 0 0 0 0 0 0 0 0 0 0 2 / B O 0
0 0 0 0 0 0 1 / 3 0 0 0 0 0 0 0 0 0 0 0 0 2 / 8 0
0 0 0 0 0 0 0 1/3 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1/3 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 / 3 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1/3 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1/3 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 / 3 0 0 0 0 0 0 0 0 0 0 0 0 2 / 8 0 0 0 0 0 0
0 0 1/3 0 0 0 0 0 0 0 0 0 0 0 0 2 / 8 0 0 0 0 0
0 0 0 1/3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 / B 0 0
0 0 0 0 0 0 0 1 / 3 0 0 0 0 0 0 0 0 0 0 0 2 / 8 0
0 0 0 0 0 1 / 3 0 0 0 0 0 0 0 0 0 0 0 0 2 / B O 0
0 0 0 0 0 0 1 / 3 0 0 0 0 0 0 0 0 0 0 0 0 2 / 8 0
0 0 0 0 0 0 0 1/3 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1/3 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1/3 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1/3 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1/3 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 2 / 8 0 0 0 0 0 0 0 0 0 0 0 1 / 3 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 2 / 8 0 0 0 0 0 0 1 / 3 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 2 / 8 0 0 0 0 0 0 0 0 0 0 0 0 1 / 3 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 2 / B O 0 0 0 0 0 0 0 0 0 0 0 1 / 3 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 2 / B O 0 0 0 0 0 0 0 0 0 0 1 / 3 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 2 / B 0 0 0 0 0 0 1/3 0 0 0 0 0 0 0 0
0 2 / 8 0 0 0 0 0 2 / 8 0 0 0 0 0 0 0 0 0 0 0 0 1/3 0 0 0 0 0 0 0
0 0 2 / 8 0 0 0 0 0 2 / 8 0 0 0 0 0 0 0 0 0 0 0 0 1 / 3 0 0 0 0 0 0
0 2 / 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 /2
0 0 2 / 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1/3 0 0 0 2 / 8
0 2 / 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 / 3 0 0 2 / 8
0 0 0 0 0 0 0 0 0 0 0 2 / 8 0 0 0 0 0 0 0 0 0 0 0 0 0 1 / 3 0 1 / 2

0 0 0 0 0 0 0 2 / 8 0 0 0 0 0 0 0 0 0 0 0 1 / 3 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 2 / B 0 0 0 0 0 0 1/3 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 2 / 8 0 0 0 0 0 0 0 0 0 0 0 0 1 / 3 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 2 / B O 0 0 0 0 0 0 0 0 0 0 0 1 / 3 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 2 / 8 0 0 0 0 0 0 0 0 0 0 0 1 / 3 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 2 / B O O O O O O 1/3 0 0 0 0 0 0 0 0
0 2 / 8 0 0 0 0 0 2 / 8 0 0 0 0 0 0 0 0 0 0 0 0 1/3 0 0 0 0 0 0 0
0 0 2 / B 0 0 0 0 0 2 / B 0 0 0 0 0 0 0 0 0 0 0 0 1/3 0 0 0 0 0 0
0 2 / B 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1/2
0 0 2 / 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 / 3 0 0 0 2 / B
0 2 / 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1/3 0 0 2 / 8
0 O 0 0 0 0 0 0 0 0 O 2 / B 0 0 O O 0 0 0 O 0 0 0 O 0 1/3 0 1/2

0 0 0 0 0 0 0 2 / 6 0 0 0 0 0 0 0 0 0 0 0 1/3 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 2 / 8 0 0 0 0 0 0 1 / 3 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 2 / B O 0 0 0 0 0 0 0 0 0 0 0 1 / 3 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 2 / B O 0 0 0 0 0 0 0 0 0 0 0 1 / 3 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 2 / 8 0 0 0 0 0 0 0 0 0 0 0 1 / 3 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 2 / B O O O O O O 1/3 0 0 0 0 0 0 0 0
0 2 / 8 0 0 0 0 0 2 / 8 0 0 0 0 0 0 0 0 0 0 0 0 1/3 0 0 0 0 0 0 0
0 0 2 / 8 0 0 0 0 0 2 / B O 0 0 0 0 0 0 0 0 0 0 0 1 / 3 0 0 0 0 0 0
0 2 / B O O 0 0 0 O O 0 0 0 0 0 0 0 0 O 0 0 O O O O 0 0 0 1/2
0 0 2 / 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1/3 0 0 0 2 / 8
0 2 / 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1/3 0 0 2 / 8
0 0 0 0 0 0 0 0 0 0 0 2 / 8 0 0 0 0 0 0 0 0 0 0 0 0 0 1 / 3 0 1 / 2

0 0 0 0 0 0 0 2 / 8 0 0 0 0 0 0 0 0 0 0 0 1 / 3 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 2 / 8 0 0 0 0 0 0 1 / 3 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 2 / B 0 0 0 0 0 0 0 0 0 0 0 0 1/3 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 2 / B O 0 0 0 0 0 0 0 0 0 0 0 1 / 3 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 2 / B O 0 0 0 0 0 0 0 0 0 0 1 / 3 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 2 / B 0 0 0 0 0 0 1/3 0 0 0 0 0 0 0 0
0 2 / 8 0 0 0 0 0 2 / 8 0 0 0 0 0 0 0 0 0 0 0 0 1/3 0 0 0 0 0 0 0
0 0 2 / 8 0 0 0 0 0 2 / 8 0 0 0 0 0 0 0 0 0 0 0 0 1/3 0 0 0 0 0 0
0 2 / B 0 0 O 0 0 0 0 0 O 0 0 0 0 0 0 0 0 O O 0 O 0 0 O O 1/2
0 0 2 / 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 / 3 0 0 0 2 / 8
0 2 / 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 / 3 0 0 2 / 8
0 0 0 0 0 0 0 0 0 0 0 2 / 8 0 0 0 0 0 0 0 0 0 0 0 0 0 1/3 0 1 / 2
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

The matrix P, for the whole algorithm P, can be obtained by means of the
rule [W] of Appendix 1, where it is described the matrix construction for the loop
instruction "while".

The matrix P corresponding to the whole algorithm P is surprisingly
simple. All positions of the last column are equal to 1; all remaining positions are
equal to 0:

1 2 ••• 48 49

"o o ... o l
o o ... o i

0 0 ••• 0 1

0 0 ••• 0 1

We shall determine the average number of steps of program P. This value
is described by the formula (cf. [9]).

AT=(I- K)-]*e
where I is identify (n- l )x(n- l ) -mat r ix , e is one-column matrix of ones and K
denotes the following modification of the matrix P; the rows and columns related
to states not being final are rejected (the set of final states of our example consists
of the state 49 only).
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The above formula enables us to determine the average number of visits of
the customers and producers. For example, for the first producer if we start from a
state satisfying M=0, F=0 then the average number of steps of the process is
equals to 8,7475.

This result, concerning the average number of visits of the producers and
customers suggest that the capacity of the warehouse is too small.

To find an optimal size of the warehouse (depending, e.g., on the actual
maximal sizes of delivers) we can prepare an array, of average numbers of steps of
the algorithm, for different values of the capacity of the varehouse (different
maximal values of the variable M):

size M

Average
number
of steps

M=3

8,7475

M=4 M=5 M=6

...

M=7 M=8

Since our example is not of practical use, we will not analyse this matrix
and do not determine its remaining positions.

4 Final remarks

As we have mentioned, the considered model is rather simple and has a
character of an academic example. On the other hand, it is easy to modify this
model to be close to a real situation, e.g., by augmenting the numbers related to
the control (the maximal content of the warehouse and the number of admissible
failures).

The most important problem concerns the dimensions of matrices
appearing in our considerations. However, in many professional products related
to algorithms of linear algebra "sufficiently great" matrices are admissible. Each
problem solvable in terms of a Markov chain model is also solvable in terms of
probabilistic algorithms modelling.

By means of probabilistic programs we can model another aspects of
relations among producers, consumers and capacity of storehouse. For example, if
we assume that the machines are not anonymous, and are represented by the
number of a producer, then we can model preferences of the consumers:

• instead of the integer variable M ranging over the set of values {0,1,2} we
shall use a variable S from the set of values {0,{1},{2},{1,1},{ 1,2},{2,2}}
(the values are sets with repeated elements),

• if the preferences of the first consumer are the following:
only machines made by the second producer are admissible then this reaction
can be modeled by the algorithm:
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if S = [2}orS={ 1,2} orS = {2,2} then

begin

Kl := 2

ifS = {2}thenS:=0

else

if S= {1,2} then §:={\}

else if S= {2,2} thenS := {2}

end
It is aesy to modify this algorithm in order to realize a less restrictive

strategy, e.g., he takes a machine of first producer if two last visits in the
storehouse are not successful (the storehouse does not contain machines of the
second producer).
In a similar way another preferences of consumers can be modelled.

At the end, let us notice that the above examples show, that modules of
producers/consumers may contain fragments corresponding to "learning
procedures".
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6 Appendix 1 (Construction of the transition matrix
for a given program)

In this section we will present construction of the matrix P for a given
program P.

This one is defined inductively (with respect to the number of program
constructions). Thus we will begin from constructions for the most elementary
programs of the form: x := a; and x := random',:

[DA] Let the program P be of the form xr:=t (r = 1,..., h) , where t is a

term. The matrix P = [pij]ij=i n > w n e r e n = u we define in the following

way:

fl iff [x r :=t]<3n>(G5i) = O5j
Pi j = | n -rr r

J 0 iff [xr :

[PA] If the program P is of the form xr:=random (r=l,...,h), then the
matrix P is as follow:

p<a»j(xr» iff ^ , , . . . h raius> ..,. , > w h e r e

0 otherwise

p - is a probability distribution corresponding to random generation of

elements from universe A.

[F] To formulate the other definitions briefly we first define the
matrix of the program of the form: while —ry do x:=x\ (we will be denote it by
[7?] and the matrix corresponding to it we will by denote by I[y?]). Thus:

[l iff i = j and 3,05i |= y
lj 1o otherwise
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[C] If P is of the form: begin Pj; P2 end and Pi, P2 are matrix
corresponding to the subprograms Pj and P2, then P is defined by:

P=Pi°P2

[DB] If the program P is a branching of the form: if /then Pj else P2\
then the matrix for it is following:

P=I[y?]°Pl+ I[-yy?]°P2

[NB] For construction of probabilistic branching of the form eitherp P}

or P2, we define matrix P on following way:

P=pP,+(l-p)-P2

[W] If P is a program of the form while ydo Pj, then we shall use the
following equation

(I"I[Y?]°Pl)°P::::I[-i'y?]-

motivated by the equivalence of the programs
while ydo Ph

begin if ythen P] else begin Pi; while ydo Pj end .
If the determinant of the matrix (I-I[Y?]

oPi) is different from 0 then the matrix
P can be determined immediatelely (this is the case of the example considered
in Section 2); otherwise, we need a more complicated technique described in
[1,2,4,8].

7 Appendix 2 (Results of the experiments)

The algorithm P, considered in the Section 2, has been implemented in
Pascal and realized several (33000) times.

Our analysis was restricted to the case of the average number of steps (for
each computation the number of steps is established and the average value was
detrermined). This "experimental" average number of steps is equal to 8.7492.
The corresponding "theoretical" average number of steps, described by the
expression quoted in Section 2 is equal to 8.7475.

For our "academic" example of Section 2, the difference between
experimental and theoretical results seems to be not essential. However, for
models of real situations, each noticable difference should be analysed. Those
differencies can be caused by:
• errors of numerical computations of "theoretical" values,

• low quality of generators of pseudorandom objects in implemented version of
the algorithm.
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The "numerical" errors, in the case of algorithms of linear algebra, are
rather small; the observed errors are rather caused by low quality of used
generators of pseudorandom objects.

Therefore, in the case, where the errors seems to be to great, we suggest to
improve (or change) pseudorandom generators.
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Abstract: The following paper presents an application of the fuzzy Parametric
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polygonal domains with uncertainly defined boundary geometry and boundary
conditions. The proposed method is based on the PIES and ordered fuzzy
numbers. The boundary geometry is created using a small number of control
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1 Introduction
The traditional methods of modelling of boundary problems do not consider
a problem of measurement errors (such as an instrumental error, an error of
a method, etc.). In effect, the results obtained from the computer simulation can
significantly deviate from real values. In general, the measured values can be
treated as numbers belong to a certain interval. Therefore, the simulation process
requires particular methods of boundary problems modelling, which should
consider interval nature of the measurements.

One of the widely used methods in solving boundary problems is the Boundary
Element Method (BEM) [1]. The Fuzzy Boundary Element Method (FBEM) [2] is
an extension of the BEM considering uncertain nature of measurements. However,
the FBEM inherits from the BEM a few significant disadvantages (such as
discontinuity at the points of segments join, a big number of nodes required to
define boundary geometry precisely, a process of boundary discretization).
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The fuzzy Parametric Integral Equations System (PIES) [3] is an alternative
method, free from the above-mentioned disadvantages. The fuzzy PIES was
elaborated as an extension of the PIES [4] in order to effective solving of not
sharply defined boundary problems. The algorithm allows approximately define
both boundary geometry and boundary conditions - using ordered fuzzy numbers
[5]. The fuzzy PIES was created as a result of modification of the mathematical
theory describing the traditional PIES by the ordered fuzzy numbers theory [5]
and the Kaucher complete interval arithmetic [6].

The former experiments on applying the fuzzy PIES present, that it inherits the
advantages of the PIES, such as effectiveness, high accuracy of results and
easiness of modelling of boundary problems. An application of the fuzzy PIES to
solving potential problems described by the Laplace equation in polygonal
domains with uncertainly defined boundary geometry is presented in [7].

The aim of this paper is to propose an application of the fuzzy PIES (formulated
for the Laplace equation) to solving boundary problems in polygonal domains
with both boundary conditions and boundary geometry uncertainly defined. The
numerical algorithm and solution of an example problem is presented.

2 Definition of boundary geometry and boundary
conditions
Uncertainly defined polygonal domains in boundary problems can be
approximately described using parametric linear functions. The boundary
geometry Q described using the above-mentioned functions is presented in fig. la.

a) ^ _^ ^ b) region of uncertainty

• - corner point
• - range of changing

corner point coordinates

a=[oc~, a+] and te{u,p}
u - Dirichlet boundary conditions
p - Neumann boundary conditions

Fig. 1. Definition of: a) domain fusing corner points, b) boundary conditions
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The boundary functions are approximated using global base functions [8]
(Chebyshev polynomials). The coefficients of these functions are interval values
considering uncertain nature of boundary conditions (fig. lb).

Each function Fk(s), k - 1, 2, ..., n (fig. la) can be described by the following
function:

rk(s) = aks^ + bk, 0 < £ < l . (1)

Effectiveness of a such way is connected with a small number of the corner points,
which define the boundary geometry, and absence of both boundary and domain
discretization.

2.1 The fuzzy Parametric Integral Equations System

The PIES modified by an application of the ordered fuzzy numbers theory and the
Kaucher complete interval arithmetic are used in order to solve boundary
problems. Following [3] the fuzzy PIES is defined by the below relation:

^ t o ^ j l ^ l ; l p j l ; ] j ]
1 j=\ v-(+) (2)

1 = 1,2..*, s1^<s<s-f+)

where ul(sl),pj(s),Uj(s) are fuzzy functions:

«/ Oi) = \u~x (sx).u\ {sx)], pj (s) = {p~x (s\ p\ (S)],

The integrands in the equation (2) are presented by the following relations [3]:

7 7 * f , 1 , 1 —* . . 1 r\xnx + rj2n2 r^\
Uij(sl,s)=—-ln-j 1f7T, P ij(sus)=-—'+-\—'Ar±- (3)

where 7ft = rfl\sx) - rf\s) and 7]2 = / ] ( 2 ) ( ^ ) - rj2\s). The functions
ri

(i\i = l,2 are defined by (1).

The expressions (3) are called a fuzzy boundary fundamental solution and a fuzzy
boundary singular solution respectively [3] similar to non-fuzzy solutions.

Solution in a domain is obtained from an integral identity [9]:

SJ (- - )
u(x) = Y,Jj J \U*(x,s)pj(s)-P*(x,s)Uj(s)\ds, (4)
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The integrands U* ,P* are presented by the following formulas:

where: rx = xx -TJ])(s) and r2 = x2 ~rj2)(s).

The expressions (5) are called a fuzzy fundamental solution in the domain and
a fuzzy singular solution in the domain respectively [9].

2.2 Solution of the fuzzy PIES

The pseudospectral method (PM) [10] is applied to solving the fuzzy PIES (3).
Interval nature of the coefficients approximating the boundary functions Uj(s)
and Pj (s) [8] is taken into account as well. An approximation of the boundary
functions is described by the following relations:

PjW = 31PJTJP(S)> «/J) = Z « ^ / W . (6)

p=0 p=0

where:

pj(s) = [pl(s), pl(s)l uj(s) = [uJ(sUt(s)l 0 < A < 1

7 ' _,_J > - are unknown interval coefficients,

M - is a number of the coefficients in the segment,

Tf (s) - are global base functions in the particular curve (Chebyshev

polynomials).

After substituting (6) to (2) the following relation is obtained:

i n M SJ

-(+) (7)
n M SJ _

,P

j=\p=O -(+)
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where the interval coefficients Pj and Uj are extracted from the integrals.

After substituting the collocation points to (7) an algebraic equations system
according to the unknown interval coefficients is obtained.

It is possible to reduce the equation (7) to the below relation:

Hu = Gp, (8)

where both the column matrices u and p contain interval coefficients of the
approximating boundary functions. Taking into account the boundary conditions,
the equation (8) can be transformed into the linear algebraic equations system with
the asymmetrical interval coefficients matrix:

0 < ^ < l , (9)

where the X vector contains unknown interval coefficients of the approximating
boundary functions and the F vector depends on the given boundary conditions.

3 Outline of the extended interval arithmetic
The ordered fuzzy numbers [5] and the Kaucher complete interval arithmetic
[6,11] are used in order to create and solve the fuzzy PIES. The set of directed
intervals D is the equivalent of the set of all ordered pairs of the real numbers
{[a, fi] | a, j3 e9t} [11]. The first endpoint of the interval aeD is denoted by a~,
and the second by a+, therefore a = [a~, a+]. The interval a is proper if a~<a+,
degenerate if a~=a+, and improper if a~>a+. The set of all proper intervals is
denoted by /(^K), the set of degenerate intervals by % and the set of improper
intervals is 7(5!) [11].

The extended arithmetic for direct intervals can be described by standard interval
operations (such as interval addition, interval multiplication, etc.) and component-
wise operations presented by:

• inverse (opposition)

opp(a) = [a~, a%

• dualization

There are numerical methods of solving an interval algebraic equations system
that can be used [11-13]. One of the easiest but very effective algorithms is the
interval Gauss elimination method [13]. Combination of this method with the
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algorithm of iterative increasing accuracy and the Kaucher complete interval
arithmetic is applied to the experiments.

4 Numerical test
In the experiments we have assumed that the membership function A = 0, therefore
it is a particular event of the fuzzy PIES.

A potential problem of an hexagon shape is given to consider (fig. 2a). The
boundary conditions and the boundary geometry are interval values. The boundary
geometry is created by six corner points. Each of them is described by an interval
value in two dimensions x\ and x2. The coordinates of the points are presented in
tab. 1.

a)
4-

3-

u=[20,30]

Fig. 2. a) Uncertainly defined boundary geometry, b) The points of the solution

No. of a point

Po
Pi
P2

P3

P4

P5

* i

0.95
2.95
3.95
2.95
0.95
-0.05

Coordinates
+

1.05
3.05
4.05
3.05
1.05
0.05

x2
-0.05
-0.05

1.68205
3.4141
3.4141
1.68205

+
x2
0.05
0.05

1.78205
3.5141
3.5141
1.78205

Table 1. Coordinates of the corner points
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The solution in the domain (tab. 2) and on the boundary (tab. 3) is obtained in the
points from fig. 2b.

No. of
a point

31
32
33
34
35

Table

No. of
a point

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30

Coordinates

2
1
3
3
1

1.73205
0.86602
0.86602
2.59807
2.59807

Potential

u~
9.96295
11.9843
17.5648
7.90809
1.86827

2. The results of experiments in the

Potential

u~
20
20
20
20
20
20
20
20
20
20

15.8722
12.8084
10.0128
7.21567
4.14701

0
0
0
0
0
0
0
0
0
0

4.12613
7.186

9.97962
12.7771
15.8486

u+

30
30
30
30
30
30
30
30
30
30

23.8109
19.2211
15.0307
10.8345
6.22722

0
0
0
0
0
0
0
0
0
0

6.20198
10.8079
15.0082
19.2062
23.8049

u+

15
18.0059
27.1269
12.0237
3.65286

domain

Potential derivative

P"
9.6522
6.70959
5.36902
4.59423
3.34895
3.32114
4.5621
5.33979
6.68637
9.63395

0
0
0
0
0

-15.5647
-10.7829
-8.6128
-7.37307
-5.38228
-5.39505
-7.3938
-8.63376
-10.7613
-15.4227

0
0
0
0
0

P+

15.4212
10.7096
8.55878
7.3155
5.32651
5.37117
7.37548
8.62588
10.7691
15.4519

0
0
0
0
0

-9.65215
-6.70977
-5.36926
-4.59438
-3.34889
-3.3211

-4.56225
-5.34003
-6.68655
-9.63391

0
0
0
0
0

Table 3. The results of experiments on the boundary
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The considered potential problem has been solved for mid-point boundary values
and mid-point boundary geometry to compare interval results with deterministic
ones. The boundary values are described by:

and boundary geometry is presented by the following relation:

where / - a number of a corner point.

35 | . 1 . . . 1

| 20
a

1 IB

CD mid-point solution

I interval solution

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
Number of a point on the boundary

Fig. 3. The interval solution - potential (u )

20

15

| 10

© 5

-20

ED mid-point solution

interval solution

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
Number of a point on the boundary

F i g . 4 . T h e i n t e r v a l s o l u t i o n - p o t e n t i a l d e r i v a t i v e ( p )



Information Processing and Security Systems 325

The figures 3 and 4 present the solutions from the tab. 3 and for the mid-point
potential problem for their better visualization. The former presents the potential
while the latter depicts the potential derivative.

The points of the solution are presented in order to compare interval results with
deterministic ones. It is necessary to notice that the solution of the fuzzy PIES is
continuous, therefore it allows to obtain result in any point of domain (or
boundary) without approximation or interpolation process. The corner points are
used only to define boundary geometry.

5 Conclusions
The numerical test shows that the fuzzy PIES is a powerful tool for effective
solving uncertainly defined boundary problems with polygonal boundary
geometry modelled using parametric linear functions.

Accuracy of the interval algebraic equations system solution considerably
influences on the accuracy of obtained numerical results. The Gauss elimination is
one of the easiest and effective methods of solving algebraic equations systems.

Application of the fuzzy PIES allows decrease a number of numerical experiments
concerning modelled boundary problems in comparison to traditional, non-fuzzy
methods. Including both boundary geometry and boundary conditions errors
(arising from uncertain define of boundary problem) in experiments is also
possible.

An advantage of the fuzzy PIES is easiness of boundary problems modelling -
boundary geometry is created using a small number of corner points. Moreover,
the amount of computational data is considerably reduced in contrast to the
traditional methods.

In the authors' opinion, the proposed method is able to produce satisfactory results
for other shapes of segments; however, it needs more detailed experiments.
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Abstract: A very large number of works concerning the area of Artificial Neural
Networks deal with implementation of these models as software but also hardware
solutions. However, hardware implementations of these models and issued
solutions have essentially concerned the execution speed aspects. Today, a new
question becomes unavoidable: taking into account the actual computers
operation speeds (exceeding several Giga-operations per second), the specific
hardware implementation of Artificial Neural Networks is it still an pertinent
subject? This paper deals with two main goals. The first one is related to ANN's
hardware implementation showing how theoretical bases of ANNs could lead to
electronic implementation of these intelligent techniques. The second aim of the
paper is to discuss the above formulated question through learning plasticity and
robustness of ANN hardware implementations.

Keywords: artificial neural networks, hardware implementation, global
perturbation immunity, structural robustness, learning plasticity

1 Introduction

Over past decades, new approaches based on Artificial Neural Networks (ANN)
have been proposed to solve problems related to optimization, modeling, decision
making, classification, data mining or nonlinear functions (behavior)
approximation. Inspired from biological nervous systems and brain structure,
ANNs could be seen as information processing systems, which allow the
elaboration of many original techniques covering a large field of applications ([1]
to [14]). The most popular properties of these models are their learning and
generalization capabilities (extrapolation of learned tasks to unknown or unlearned
situation). However, they own other nameless but very appealing properties. One
of these additional attractive features is their natural parallelism. In fact, by
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analogy to the natural systems, artificial neural information processing could be
organized in parallel (simultaneous) way. Beside the operation speed
improvement, this point leads to operation redundancy making such processing
robust. Another very enticing attribute of such artificial systems is their
distributive information storage. In fact, contrary to conventional computational
algorithms (or machines) where the information storage is performed by using
addressable memory cells (registers, etc.), in neural system the information is
coded and stored in synaptic links (synaptic weights). This second feature makes
such artificial systems immune to information misplace. Finally, together, these
two properties lead to global perturbation immunity and robustness of artificial
neural network based solution.

A very large number of works concerning the area of ANNs deal with
implementation of these models as software but also hardware solutions.
Especially digital and analogue implementations of ANNs as CMOS integrated
circuits show several attractive features [1]. However, hardware implementations
of these models and issued solutions have essentially concerned the execution
speed dilemma. Today, a new question becomes unavoidable: taking into account
the actual computers operation speeds (exceeding several Giga-operations per
second), the specific hardware implementation of Artificial Neural Networks is it
still an pertinent subject?

This paper deals with two main goals. The first one is related to ANN's hardware
implementation showing how theoretical bases of ANNs could lead to electronic
implementation of these intelligent techniques. The second aim of the paper is to
discuss the above formulated question through learning plasticity and robustness
of ANN hardware implementations.

Section 2 reminds artificial neural model operation principles and the learning
paradigm. In section 3 a simple hardware implementation approach based on usual
electronic devices will be introduced analyzed and discussed. Section 4 will be
dedicated to more sophisticated models and their hardware implementations. An
analog and a digital implementation will be presented. Section 5 will consider
learning plasticity and robustness of ANN hardware implementation on the basis
of one of the neural circuits introduced in section 4. The simultaneous effects of
two global perturbations will be analyzed: temperature and voltage supply
perturbations. Experimental results will be reported and discussed. Finally, in
Section 6, a discussion will shed light on the above-formulated question.

2 Neural Models and Learning Paradigm

Much is still unknown about how the brain trains itself to process information, so
theories abound. It is admitted that in the biological systems (human brain), a
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typical neuron collects signals from others through a host of fine structures called
dendrites. Figure 1 shows a simplified bloc diagram of biological neural system
comparing it to the artificial neuron.

The neuron sends out spikes of electrical activity through a long, thin stand known
as an axon, which splits into thousands of branches. At the end of each branch, a
structure called a synapse converts the activity from the axon into electrical effects
that inhibit or excite activity from the axon into electrical effects that inhibit or
excite activity in the connected neurons. When a neuron receives excitatory input
that is sufficiently large compared with its inhibitory input, it sends a spike of
electrical activity down its axon. Learning occurs by changing the effectiveness of
the synapses so that the influence of one neuron on another changes.

Neuron i

Fig.l. Biological neuron representative scheme (left) and artificial neuron simplified bloc-
diagrams (right).

Inspired from biological neuron, artificial neuron reproduces a simplified
functionality of that complex biological neuron. The neuron's operation could be
seen as following: a neuron updates its output from weighted inputs received from
all neurons connected to that neuron. The decision to update or not the actual state
of the neuron is performed thank to the "decision function" depending to activity
of those connected neurons. Let us consider a neuron with its state denoted by x,
(as it is shown in figure 1) connected to M other neurons, and let x, represent the
state (response) of the j-th neuron interconnected to that neuron with j e {l,---,M}.
Let Wr be the weight (called also, synaptic weight) between j-th and i-th neurons.

In this case, the activity of all connected neurons to the i-th neuron, formalized
through the "synaptic potential" of that neuron, is defined by relation (1). Fall
back on its synaptic potential (and sometimes to other control parameters), the
neuron's decision function will putout (decide) the new state of the neuron
according to the relation (2). One of the most commonly used decision functions is
the "sigmoidal" function given by relation (3) where rj is a control parameter
acting on decision strictness or softness, called also "learning rate".

V. = Yw...x. (!)

j=M

(2)
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(3)

l + e

2.1 From Artificial Neuron to Neural Network

An artificial neural network (ANN) is an information-processing paradigm
inspired by the densely interconnected, parallel structure of the mammalian brain
information processes. Artificial neural networks are collections of mathematical
models that emulate some of the observed properties of biological nervous
systems and draw on the analogies of adaptive biological learning. The key
element of the ANN paradigm is the novel structure of the information processing
system. It is supposed to be composed of a large number of highly interconnected
processing elements that are analogous to neurons and are tied together with
weighted connections that are analogous to synapses. However, a large number of
proposed architectures involve a limited number of neurons. Figure 2 compares a
simplified biological neural network's scheme with an artificial neural network's
bloc-diagram.

Fig.2. Biological neural system (left) and artificial neural network (right) simplified bloc-
diagrams

Biologically, neural networks are constructed in a three dimensional way from
microscopic cells. These neurons seem capable of nearly unrestricted
interconnections. This is not true in any artificial network. Artificial neural
networks are the simple clustering of the primitive artificial neurons. This
clustering occurs by creating layers, which are then connected to one another.
How these layers connect may also vary. Basically, all artificial neural networks
have a similar structure of topology. Some of the neurons interface the real world
to receive its inputs and other neurons provide the real world with the network's
outputs. All the rest of the neurons are hidden form view. In general, the input
layer consists of neurons that receive input form the external environment. The
output layer consists of neurons that communicate the output of the system to the
user or external environment. There are usually a number of hidden layers
between these two layers. When the input layer receives the input its neurons
produce output, which becomes input to the other layers of the system. The
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process continues until a certain condition is satisfied or until the output layer is
invoked and fires their output to the external environment.

To model how an ANN operates, let us consider, as example, a 3 layers standard

neural network, including an input layer, a hidden layer and an output layer,

conformably to the figure 2. Let us suppose that the input layer includes M

neurons, the hidden layer includes P neurons and the output layer includes N

neurons. Let x = (x, ,...,X , . . . ,XM)T r ePr e s e n t s t n e input vectors, with je{l,---,M},

H = (Hlf...,Hk,...,HP)T represents the hidden layer's output with ke{l,••-,?} and

S = (Sj ,...,Si ,...,SN)Tthe output vector with ie{l ,--- ,N}. Let us note Wk
H and

W£ synaptic matrixes elements, corresponding to input-hidden layers and hidden-

output layers respectively. Neurons are supposed to have a non-linear decision

function (activation function) F(.). Vk
H and V*, defined by relation (4), will

represent the synaptic potential vectors components of hidden and output neurons,

respectively (e.g. vectors VHand V s components). Taking into account such

considerations, the k-th hidden and the i-th output neurons outputs will be given

by relations (5).

2 and V/5 = 5 X 5 A (4)

ty°) (5)

2.2 Artificial Learning and Its Interpretation as "Feature-
Space" Fashioning

Learning in biological systems involves creation, modification and adjustment of
synaptic connections between the neurons. This could be assumed for ANNs as
well. Learning typically occurs by example through training, or exposure to a set
of input/output data (called also, learning database) where the training algorithm
(learning rule) iteratively adjusts the connection weights (synaptic weights). These
synaptic weights store the knowledge necessary to solve specific problems. The
strength of connection between the neurons is stored as a weight-value for the
specific connection. The system learns new knowledge by adjusting these
connection weights. The learning process could be performed in "on-line" or in
"off-line" mode. In the off-line learning methods, once the systems enters into the
operation mode, its weights are fixed and do not change any more. Most of the
networks are of the off-line learning type. In on-line or real time learning, when
the system is in operating mode (recall), it continues to learn while being used as a
decision tool. This type of learning needs a more complex design structure.

The learning ability of a neural network is determined by its architecture
(network's topology, artificial neurons nature) and by the algorithmic method
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chosen for training (called also, "learning rule"). In a general way, learning
mechanisms (learning processes) could be categorized in two classes: "supervised
learning" ([15], [16], [18]) and "unsupervised learning" ([15], [17]).

Parameter-3

valleys

Parameter-1
20 a Parameter-2

Fig.3. Example of a 3-dimenssionnal feature-space representation relationship learning

involving three parameters (Dr. Jian-Feng Feng, Cambridge Univ. - UK).

The supervised learning works on reinforcement from the outside. The
connections among the neurons in the hidden layer are randomly arranged, then
reshuffled according to the used learning rule in order to solving the problem. In
general an "error" (or "cost") based criterion is used to determine when stop the
learning process: the goal is to minimize that error. It is called supervised learning,
because it requires a teacher. The teacher may be a training set of data or an
observer who grades the performance of the network results (from which the
network's output error is obtained). In the case where the unsupervised learning
procedure is applied to adjust the ANN's behavior, the hidden neurons must find a
way to organize themselves without help from the outside. In this approach, no
sample outputs are provided to the network against which it can measure its
predictive performance for a given vector of inputs. In general, a "distance" based
criterion is used assembling the most resembling data. After a learning process,
the neural network acts as some non-linear function identifier minimizing the
output errors. If G (.) is the learned transfer function (or input-output relationship),
then the considered neural network realizes S = G (X), where S denotes the output
vector and X the input one.

Such artificial learning could be interpreted as some kind of "feature-space"
fashioning (sculpture). In fact, referring to the ANN multi-layer representation of
figure 2, the input vector dimensionality defines an M-dimensional feature space
where input-output relation (learned by neural network) will appear as some hyper
volume. So, the learning process could be seen as some action which handles the
shape of such hyper volume. The hyper volume resulting from the learning
process is characterized by a number of "attractors", called also "valleys", in
corresponding M-dimensional feature-space. These attractors are interpreted as
stable states resulting from (created by) the learning procedure to which the
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learned the artificial neural network's behavior tends to converge. In other words,
the M-dimensional hyper volume could be seen as artificial neural net
knowledge's geometrical representation and attractors in that M-dimensional
space could be interpreted as stable learned knowledge of the artificial system.
Figure 3 gives an example of 3-dimenssional case involving three parameters.

3 A Simple illustration of ANN Implementation

Referring to analogy between natural and artificial neurons and above presented
discussion concerning "artificial learning" and its interpretation in term of
"feature-space" fashioning let us illustrate by a simple example how one can use
electronic basic devices to implement such artificial structures. Before beginning
the illustration through a simple example, let us remind some key-points
broadcasted from previous sections:

artificial neuron could be seen as decision (threshold) device deciding its
new state from weighted integration of other neurons connected to this
neuron.

knowledge is stored (learned) thank to "synaptic weights" associated to
connections between neurons.

modification of "synaptic weights" related to a pair of neurons modifies
information (state) transmission rate between these two neurons
privileging some of possible states of neurons among others.

Let us now consider the behavior in a 2-D feature-space of a pair of simple binary
neurons interconnected to each other by associated synapses. In this case each
neuron could take two states corresponding to its "excitation" or "inhibition",
coded as " 1 " and "0" respectively. A simple purpose to implement such a binary
neuron with a threshold based activation function (decision) is to use "invertors"
as neurons. Concerning the synaptic connection, a resistor could be used. Figure 4
illustrates this simple electronic implementation. One can remark that the resistors
values modification will result in a current modification modifying the state
transition capability of one of these neurons comparing to the other one. So,
considering for example the excitation state " 1 " , the associated feature-space will
include two attractors.

If the resistors values are equals, then any one among these two possible attractors
is favorite. But if resistors are of different values (one more or less resistive that
the other), then one of the two inverters will be excited more frequently that the
other (see figure 5). So, the modification of synaptic weights performed here by
resistors values adjustment results in a new fashioning of the feature-space
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geometry uplifting one of the two stable states making it an attractor comparing to
the other one.

Demi rite
(Input)

Fig.4. Simple electronic implementation example showing analogy between natural and

artificial (left) and two neurons and their synaptic connections (right). Synaptic weights are

realized by adjustable resistors and neurons by invertors.

"0"

Fig.5. Learning and attractors behavior in feature-space representation for the example of

Fig.4 showing stable states before learning where resistors have the same values (left) and

creation of an favorite attractor after performing the learning procedure modifying

resistors values.

H
RAM 2 J.—y<S3

S4

R - :

Fig.6. Neurons and digitally programmable learning implementation scheme (left) and a

microphotograph of the neural network chip for template matching (right). (H. P. Graf &

L.D. Jackel from AT&T Bell Labs.)
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MATRIX OF RESISTIVE INTERCONNECTIONS

ARRAY OF AMPLIFIER UNITS

Fig.7. Schematic of an associative memory (left) and a micropho to graph of the
corresponding neural chip (right). (H. P. Graf & L.D. Jackelfrom AT&T Bell Labs.).

Several implementations have been realized using above-mentioned concept ([19]
and [20]). Figure 6 shows an electronic neural network with digitally
programmable synaptic weights. Synaptic weights are realized by fixed value
resistors and their excitatory or inhibitory actions are activated by programmable
switches performing the networks learning. Figure 7 illustrates an associative
memory (content addressable memory) and the corresponding neural chip
designed and realized by Graf and Jackel from AT&T Bell Laboratories. The main
advantage of these kind of implementation is related to their implementation
simplicity. However, their main disappointment comes from the learning plainness
of such implementations.

4 Advanced Models and Their Hardware
Implementation: a Digital and an Analog Electronic
Implementation Examples

Previous section pointed up a simple way to implement ANN models showing
neural circuits examples designed and realized on the above-mentioned principle.
If model simplicity of the above-illustrated examples could provide an advantage
for implementation issues of these circuits, on the other hand, the same simplicity
represents their main limitations. In fact, the learning mechanism simplicity in
those implementations doesn't allow a fine fashioning of the feature space.

In the present section two more sophisticated hardware implementations are
presented. The first one, IBM ZISC-036, implements kernel based ANN as RCE
(Restricted Coulomb Energy) or RBF (Radial Basis Functions) models. The
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second one implements the synchronous Boltzmann Machine which is a
probabilistic ANN model.

4.1 Kernel Based ANNs and Their IBM ZISC-036 Digital
Implementation

4.1.1 Kernel Based ANNs

This kind of neural models belong to the class of "evolutionary" learning strategy
based ANN ([15], [21], [22] and [23]). That means that the neural network's
structure is completed during the learning process. Generally, such kind of ANNs
includes three layers: an input layer, a hidden layer and an output layer. Figure 3
represents the bloc-diagram of such neural net. The number of neurons in input
layer corresponds to the processed patterns dimensionality e.g. to the problem's
feature space dimension. Figure 8 shows the bloc diagram of such kind of ANN
and a simple example of the learning mechanism when the feature space is a 2-D
space.

Input Layer Hidden Layer Output Layer
(Prototypes) Category

VN

o

o

o

Fig.8. Radial Basis Functions based ANN's bloc-diagram (left). Example of learning
process in 2-D feature space (right).

The output layer represents a set of categories associated to the input data.
Connections between hidden and output layers are established dynamically during
the learning phase. It is the hidden layer which is modified during the learning
phase. A neuron from hidden layer is characterized by its "centre" representing a
point in an N dimensional space (if the input vector is an N-D vector) and some
decision function, called also neuron's "Region Of Influence" (ROI). ROI is a
kernel function, defining some "action shape" for neurons in treated problem's
feature space. In this way, a new learning pattern is characterized by a point and
an influence field (shape) in the problem's N-D feature space. In the other words,
the solution is mapped thank to learning examples in problem's N-D feature
space. The goal of the learning phase is to partition the input space associating
prototypes with a categories and an influence field, a part of the input space



Information Processing and Security Systems 337

around the prototype where generalization is possible. When a prototype is

memorized, ROI of neighbouring neurons are adjusted to avoid conflict between

neurons and related categories. The neural network's response is obtained from

relation (7) where Cj represents a "category", V = [V1 V2 ... V^ J is the input

vector, PJ =[p{ p
J
2 ... pJNJ represents the j-th "prototype" memorized

(learned) thanks to creation of the neuron j in the hidden layer, and A. the ROI

associated to this neuron (neuron j). F(.) is the neuron's activation (decision)
function which is a radial basis function (a Gaussian function for example).

Cj = F(dist(v,Pj)) // dist(v,Pj)<Aj

Cj=0 If diSt(v,Pj)>Aj
(7)

dist = w Vi~P (8)

with (9)

(a) (b) (c)

Fig.9. Examples of neurons and related region of influence representations in a 2-D
feature space obtained using LI (a), Euclidean (b and LSUP(c) distance metrics,
respectively.

The choice of the distance calculation (choice of the used norm) is one of the main
parameters in the case of the RCE-KNN like neural models (and derived
approaches). The most usual function used to evaluate the distance between two
patterns is the Minkowski function expressed by relation (8), where V. is the i-th

component of the input vector and p\ the i-th component of the j-th memorized
pattern (learned pattern). Manhattan distance ( n = l , called also LI norm) and
Euclidean distance (n = 2) are particular cases of the Minkowski function and
the most applied distance evaluation criterions. One can write relation (9). Figure
9 illustrates neurons and related region of influence (shape) for each kind of
above-presented distances.
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4.1.2 IBM ZISC-036 Neuro-Processor

The IBM ZISC-036 ([15], [21], [22], [23], [24] and [25]) is a parallel neural
processor based on the RCE and KNN algorithms. Each chip is capable of
performing up to 250 000 recognitions per second. Thanks to the integration of an
incremental learning algorithm, this circuit is very easy to program in order to
develop applications; a very few number of functions (about ten functions) are
necessary to control it. Each ZISC-036 like neuron implements two kinds of
distance metrics called LI and LSUP respectively. Relations (10) and (11) define
the above-mentioned distance metrics were P, represents the memorized prototype
and Vj is the input pattern. The first one (LI) corresponds to a polyhedral volume
influence field and the second (LSUP) to a hyper-cubical influence field. ZISC-
036 implements two learning rules implemented as two distinguished operational
modes of the circuit. The first one, called "ROI" (Region Of Influence)
corresponds to the usual feature space mapping, described in the previous sub-
section. The only difference comes from the distance metrics: usage of LI and
LSUP instead the Euclidean distance. The second one, called "KNN" (K Nearest
Neighbors) operation mode, is based on the WTA (Winner Takes All) strategy.
Figure 10 illustrates a simple learning example for each mode in the caser of a 2-D
feature space mapping.

Ll : (10)
i=0

LSUP: dist = maxl V - P\
, _ n J l l>i=0...n

(ID

(a) (b)

Fig. 10. Example of input feature space mapping (learning) in a 2-D space using ROI and

1-NN modes. Distance metrics Ll Radial Basis Functions based ANN's bloc-diagram (left).

Example of learning process in 2-D feature space (right).

Figure 11 gives the ZISC-036 chip's bloc diagram as well as the neuron's
architecture. A 16 bit data bus handles input vectors as well as other data transfers
(such as category and distance), and chip controls. Within the chip, controlled
access to various data in the network is performed through a 6-bit address bus.
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ZISC-036 is composed of 36 neurons. This chip is fully cascadable which allows
the use of as many neurons as the user needs (a PCI board is available with a 684
neurons). A neuron is an element, which is able to:

• memorize a prototype (64 components coded on 8 bits), the associated
category (14 bits), an influence field (14 bits) and a context (7 bits),

• compute the distance, based on the selected norm (norm LI given by
relation or LSUP) between its memorized prototype and the input vector
(the distance is coded on fourteen bits),

• compare the computed distance with the influence fields,
• communicate with other neurons (in order to find the minimum distance,

category, etc.),
• adjust its influence field (during learning phase).

I/O bus

Inter-neuron comm

Fig.ll. IBM ZISC-036 chip's bloc diagram (left) and the architecture of a ZISC-036 like
neuron (right).

Two kinds of registers hold information in ZISC-036 architecture: global registers
and neuron registers. Global registers hold information for the device or for the
full network (when several devices are cascaded). There are four global registers
implemented in ZISC-036: a 16-bits Control & Status Register (CSR), a 8-bits
Global Context Register (GCR), a 14-bits Min. Influence Field register (MIF) and
a 14-bits Max. Influence Field register (MAF). Neuron registers hold local data for
each neuron. Each neuron includes five neuron registers: Neuron Weight Register
(NWR), which is a 64-by-8 bytes register, a 8-bits Neuron Context Register
(NCR), Category register (CAT), Distance register (DIST) and Neuron Actual
Influence Field register (NAIF). The last three registers are both 14-bites registers.
Association of a context to neurons is an interesting concept, which allows the
network to be divided in several subsets of neurons. Global Context Register
(GCR) and Neuron Context Register (NCR) hold information relative to such
subdivision at network and neuron levels respectively. Up to 127 contexts can be
defined.
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4.2 About Synchronous Boltzmann Machine Neural Model

4.2.1 Synchronous Boltzmann Machine Model

Synchronous Boltzmann Machine [26] belongs to the class of stochastic neural
models. That means that the neurons decision function (activation function) is a
probabilistic function deciphering the state transition probability. So, the neuron
state updating is performed randomly with respect to the neuron's state transition
probability.

In the Synchronous Boltzmann Machine model, by opposition to the asynchronous
model [27], neurones update their states simultaneously. Let UJ be the i-the

neurone of the network, xjn be the neurone state of u\ at instant n (which may
have values 1 or 0) and wy the weight between the neurone u\ and the neuron uj

connected to this neurone, with n e {1, 2 , ... , N-l , N}. Let Vjn be the action
potential of u\ at instant n, which is computed according to relation (1). Then the
state of the neurone u\ at discrete time step (n+1) is tossed at random with the
probability given by relation (12), where T is a positive control parameter, called
also "Boltzmann parameter" or "Boltzmann temperature" by analogy to the
absolute temperature of Boltzmann's model in statistical physics.

1 + exp

The learning rule is based on an indicator called "the concurrence" py which
represents the number of neurons in hidden layers having the same states. The
weight update process (learning process) is repeatedly performed for all the
pattern associations, and for each of them, it consists in a two phases learning
procedure: a clamped phase and a free phase. During the clamped phase, a pattern
from the learning database and the corresponding correct network's output are
imposed on both input and output neurones while the hidden neurones are left
free. In this configuration, a first indicator called "clamped concurrence" pjj+ is
computed. Whereas during the free phase, the input pattern is presented to the
input neurones while the output and hidden neurones are left free. As for the
clamped phase, the "free concurrence" py" is computed. The weights are updated
according to the generalized gradient rule given by relation (13), where r| is a
positive parameter and T is the control parameter mentioned previously. One can
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remark that the Boltzmann parameter (T) appears as a key parameter of this neural
model.

4.2.2 Mixed Analog/Digital Electronic Implementation

[11] has investigated an analogue implementation of this neural model leading to
an integrated circuit (MBA2 chip) including 32 Boltzmann stochastic neurons and
[28] had realised a mixed digital/analogue synaptic circuit (MBA 11 chip),
including 16 synapses for a mixed digital/analogue implementation of the whole
network. The electronic board realised by [28] includes two main integrated
circuits : MBAT2 chip and MBAT11 chip. The prototype includes two MBAT11
synaptic chips, one MBAT2 neurone circuit and some standard control logic. The
neurone cell includes :

• a cellular Automaton Random Number generator. This bloc (C.A.R.N.)
performs random numbers according to a uniform probability low,

• a Current to voltage Converter (C.V.C.) with a T parameter input that
v"

performs some voltage representation of the -f" quantity,

• a Boltzmann parameter control bloc (B.T.C.B. represented in figure 12),

• a Sigmoidal Function Bloc (S.F.B.), performing f(V") operation, realizing

a hyperbolic tangent (th (.)) witch gives a good approximation of relation (2)
of this paper,

• a compactor circuit that compares f(V") (S.F.B. bloc's output) to C.A.R.N.

bloc's output and decide the neurone state changing.

Temperature Control
Bloc

Fig. 12. Bloc diagram of a neurone cell of the MBAT2 chip as it has been described by
[11] (left) and a) Boltzmann Temperature parameter Control Bloc circuit.(b) Rci resistor's
realisation (right).

Each neurone cell of the MBAT2 chip performs following operations : it collects
and add up synaptic currents ; then converts the total synaptic current into a
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voltage ; computes the potential action and gives a voltage representation of the

/ (V"); at the same time a random number distributed according into the uniform

probability low is generated (as a voltage) by C.A.R.N. circuit of the neurone cell
; finally, the generated random voltage is compared to the proportional voltage

representation of the f(V") performing the neurone state updating ([11], [28],

[29]).

\

Fig.13. Layout schematic of the MBAT2 chip as it has been designed, described and

presented by P. Garda and E. Belhaire in [11] (left) and a photograph of the functional

board including 32 neurons and corresponding electronic environment.

Figure 12 reproduce the bloc diagram of a neurone cell and the B.T.C.B. circuit
(Boltzmann Temperature parameter Control Bloc) of the MBAT2 chip. Figure 13
represents the layout schematic of the neural chip MBA2 and issued board with
it's functional electronic environment. Of course the increased complexity
inherent to this implementation is firstly due to Boltzmann Machine model's
relative complexity. But it should also be noted that the described electronic
implementation is able to perform much more sophisticated tasks with an
increased learning versatility, making it more "generalist" than the previous
strongly dedicated electronic neural networks implementations.

5 Learning Plasticity and Robustness

All implementations (analogue or mixed digital/analogue) of A.N.N. have been
supposed to be working in ideal conditions (without perturbations) : natural
analogy between the biological systems and implementation of such models made
suppose these implementations to be as robust as biological systems. However,
reliability and robustness are among key points for success of A.N.N. based
approaches and their effective application in industrial world : especially, when a
hardware implementation of such models is needed. Of course, numerous research
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works have pointed out the tolerance and the robustness of A.N.N. models when
the perturbation is a local one : by "local perturbation" we identify the case where
one or a few neurones of the networks are faulty but the major of them operate
correctly [30]. Even if these studies show some structural robustness of ANN
models comparing to classical computing systems, several points concerning such
studies remain unrealistic.

One of these points concerns the fact that all of these studies are based on
inhibition of a relatively small number of neurones (or synapses) of the network
(other neurones or synapses of the neural network are supposed to operate
perfectly). In the real world, a circuit or a system operates interacting in a global
manner with it's environment, and so, it will be subject to some global
perturbation. The global perturbation means that a large number (or all) of
system's modules (neurones or synapses) operate out of their nominal (or correct)
mode. Another point is related to the fact that these works don't take into account
any physical parameter of environment in which the neural network will operate :
only mathematical structure (in a large number of cases, a graphs theory based
analysis) is considered. As example, in the case of a thermal perturbation, all
neurones of the neural network will be influenced by some temperature gradient.
So in such case, some global perturbation will affect each unit (neurone) of the
system : all neurones work but don't operate correctly. Even if natural tendency
consists to consider that redundancy of operation units and distributed nature of
the encoded information in synapses will lead to some system robustness, it is
basic to evaluate impacts of such global perturbations on system's operation
capabilities (learning capability, synaptic activity, etc.). Unfortunately, very few
works have been interested in the behaviour modelling and analysis of analogue
implementation of neural networks or in their limitations [8] [9] [10] [30] [31].

We have scrutinised the behaviour analysis of the synchronous Boltzmann
Machine implementation with both thermal and electrical (supply voltage)
perturbations ([31], [32], [33]). The raison of our interest on Boltzmann Machine
results, on the one hand, from the availability of an electronic implementation of
the synchronous model from [11] and [28], and on the other hand, from the
availability of a learning example with experimental results reported by [28] and
[29], useful to confirm our investigations.

5.1 Experimental Protocol and Instrumentation

As it has been mentioned in previously, two global effects have been focused as
perturbations disturbing the neural circuit's behaviour: ambient temperature
variation and supply voltage failure. To evaluate learning plasticity of the
implemented stochastic neural network an experimental protocol, based on the
XOR learning paradigm, has been created. This experimental protocol is built on
the basis of the XOR paradigm learning by the Boltzmann Machine's electronic
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implementation (described previously) in globally disturbed conditions.
Concretely, that means that the above described MBA2 neural circuit based
prototype board learns the XOR function table under thermal and electrical
variations. Inspired from [14], the implemented neural network performing the
XOR operation is shown in figure 14. In this scheme 6 neurons are needed. The
input layer includes two neurons corresponding to 2-dimensionnal input vector:
taking values (0,0), (0,1), (1,0) and (1,1). The hidden layer includes three neurons:
two of them are free neurons and the 3-th one is a clamped neuron with it's state
set up to " 1 " (always active neuron). Finally, the output layer contains one neuron
corresponding to output XOR states (taking values in binary ensamble).

Input Layer Hidden Layer Output Layer

Synaptic
Weights

W n

W,2

w21
w22
WTI

Value

-9
2
10
_3
7

Synaptic
Weights

WT2

W T O

W10

w20
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-5
1

-11
-13

Fig. 14. Implemented XOR paradigm conformably to Alspector&al. from Bellcore (right)
and synaptic weights indicative values after learning.

s HP-IB Bw
1 Data, control, and supply of M0BA2
» Airflow

Fig. 15. Experimental chain with programmable global constraints on supply voltage and
on the circuit's ambient temperature

The thermal perturbations constraint the circuit to work out of nominal
temperature (supposed to be 22°C). Disturbed environment is realized thank to an
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industrial thermal conditioner "Temptronix TPO4000" able to compel the circuits
global temperature from -75°C to 250°C with 0.2°C precision. The range of
temperature variation concerning the experiment has been fixed from 0°C to 50°C.

Fig.16. Photographs showing experimental protocol realization..

Figure 15 shows bloc diagram of experimental chain including a set of HP-IB
based instruments, a programmable voltage supply, and a temperature conditioner
Temptronix TPO4000. All instrumental chain is controlled by a PC. Figure 16
reproduces a global view of the experimental set and a zoomed view of the neural
circuit and the thermal conditioner .

5.2 Experimental Results

The first experimental results concern Boltzmann parameter "T" and it's deviation
with thermal and electrical disturbances. In fact, this key parameter of Boltzmann
Machine's neural model interferes directly in neurons activity (decision function)
and in learning procedure control and issued performances (learning convergence
speed for example).

For that, the experimental protocol has been organized as following: the circuit
learns the XOR state table under nominal conditions (22°C ambient temperature
and 5V standard supply voltage required for all standard CMOS technology). To
evaluate learning plasticity of the implemented stochastic neural network's
learning procedure has been disturbed by varying temperature in above-indicated
range and scaring the supply voltage in 20% of it's nominal value (a variation
from 4 to 6 volts). Concretely, that means that the above described MBA2 neural
circuit based prototype board learns the XOR function table under thermal and
electrical variations. In these conditions, Boltzmann parameters "T" has been hold
in such a way that the learning performances remain the same as those obtained in
nominal conditions. Figure 17 represents Boltzmann parameters "T" versus
ambient temperature and supply voltage variations. This result shows that neurons
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could adapt their activity to compensate global constraints in such a way that the
system conserve it's nominal learning performances.

Supply

Voltage (V)

Fig. 17. Boltzmann parameters "T" versus ambient temperature and supply voltage

variations.

0.40 0.45 0.50 0.55
Boltzmann Parameter

Fig. 18. Learning convergence speed versus Boltzmann paramete.%

0.60

Form these results one can reconstruct the neural network's behaviour with
respect to the learning convergence speed (figure 18). This figure shows that the
learning convergence speed will be affected by the global action of considered
perturbations. However, the global learning performances remain truthful
performing correct learning of XOR state table.

The second results concerns learning plasticity showing synaptic weights adaptive
nature. In fact, directly related to the stochastic learning rule mentioned in
previous sections, Boltzmann parameter "T" variation versus ambient temperature
and supply voltage variations could be used to reconstruct the above-used neural
network's synaptic weights behaviour. Figure 19 shows synaptic weights
variations with Boltzmann parameter's evolution. From this information and the
Boltzmann parameter's behaviour with ambient temperature and supply voltage, it
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is possible to construct synaptic values variations with respect to the ambient
temperature and supply voltages disturbances. Figure 20 gives the obtained
synaptic dynamics versus the above-mentioned global perturbation conditions.
This figure shows the learning plasticity of the ANN electronic implementation
highlighting the robustness of such implementations comparing to conventional
electronic systems.

200
Synaptic Weights

-200 *-

Fig.19. Synaptic weights behaviour versus Boltzmann parameter's variations ._

Synaptic weights
values dynamics

400

5-2 Supply Voltage

280

Ambient Temperature (°C) 8 0 9 6 4

Fig.20. Synaptic weights values dynamics evolution, after the learning phase, as a function
of both ambient temperature and supply voltage variation

6 Discussion and Conclusion

Starting from the statement that the very large number of works dealing with
ANNs hardware implementations have essentially concerned the execution speed
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enhancement aspects, today, a new question becomes unavoidable: taking into
account the actual computers operation speeds (exceeding several Giga-operations
per second), the specific hardware implementation of Artificial Neural Networks
is it still an pertinent subject?

To answer this relevant question two main goals have absorbed the basic attention
in the present paper. The first one was related to ANN's hardware implementation
showing how theoretical bases of ANNs could lead to electronic implementation
of these intelligent techniques. Concerning this first aspect, firstly a simple
approach to ANN hardware implementation has been presented and analysed.
Then, a more sophisticated hardware implementation show implementation
capability of complex models. The second aim was to flaunt, through learning
plasticity, the robustness of ANN hardware implementations. The analysis
concerned the learning plasticity under two global perturbations disturbing
thermal and electrical nominal conditions. The neural circuit's functionalities out
of nominal operation conditions have been explored showing the functional
robustness of such electronic implementations.

Taking into account the above presented works and given out results, the above
formulated question could be argued positively, concluding on actuality and
effectiveness of ANNs hardware implementation issue. Several arguments push to
allow in such confident statement.

The first one concerns electronic implementation convenience. In fact, the wide
diversity of ANNs hardware implementations, from the simplest to the most
sophisticated, show achievability of a hardware solution to most of ANN models
and issued structures. The second one is the intrinsic parallelism of such
implementations. Indeed, beside the operation speed improvement, this feature of
ANN hardware implementations leads to operation redundancy making such
circuitry robust. Another strong argument for their structural and operational
robustness is related to their distributive information storage capability. As a
matter of fact, by coding and storing information in synaptic weights such
electronic systems benefit from information misplace immunity. Moreover, their
learning plasticity make them be used in hostile environment and conditions.

Finally, an additional argument is related to reliability aspects. In fact, beside the
operational and storage plasticity (make such electronic implementations much
more robust than the conventional ones), their natural parallelism makes them
operate with a high global operation speed but with an individually low cadence
leading to material stress reduction and so, to the to reliability enhancement. For
that let consider as example the case of a standard VLSI technology (for example
a CMOS 0.1 Jim to 0.2 Jim technology). In such technology, a conventional
standard microprocessor (as Pentum, Celeron, etc.) operating in the operation
speed range of a couple of Giga hertz (2 to 4 GHz) corresponds to approximately
10 to 15 watts power dissipation requirements. An increase doubling-up the
operation speed will result to a significant growth of power dissipation
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requirement and decrease exponentially the circuit's reliability. In the case of a
neural massively parallel implementation (for example the ZISC-036 of IBM)
individual operating speed at neuron's level remains low (less than 100 MHz) but
it's massively parallel nature makes it reach execution performances comparable
to the fastest sequencial computers. Contrary to the conventional circuits, in this
case no notable incidence on reliability should be observed: on the one hand,
because of feeble material stress in such low speeds and on the other hand,
because of structural robustness of such hardware implementation compensating
the reliability degradation due to the number of circuits (per chip) elevation.
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A Tiny Flat-island in a Huge Lake - How can we
search for it if completely tlatland elsewhere?
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Abstract:
In the background of this paper, lies a simulation of an associative memory model
with spiking neurons. We want, however, to put the issue aside for a while, since
we came across a problem, very simple but extremely difficult one, when we

explored a fitness landscape - a weight configuration space of high
dimensionality where weight solutions are supposed to look like peaks. In the
landscape, the location of one of those peaks is already known. This is called the

Hebbian peak - a weight configuration in which two neurons are wired when
they both fire. We guess many other peaks exist though we have not found any yet
so far. During we searched for such solutions, we observed that the fitness
landscape was almost everywhere completely flatland of altitude zero except for
the Hebbian peak which shows a peculiar shape like a-tiny'-flat-island-in-a-huge-
lake. In such circumstances how could we search for other peaks? This paper is a
call for challenges to the problem.

Keywords: Associative Memory, Spiking Neuron, Evolutionary Computations,
Fitness Landscape, Needle in Haystack, Random Hill-climbing, Baldwin Effect,
Artificial Immune System.

1 Introduction

Assume a black-box which has N inputs and one output, and the output tells us the
degree to how good is the input configuration. When we search for a solution to a
problem which is expressed by N parameters, we can regard the black box as such
a problem; the set of N inputs as a candidate solution; and the output as how fit
does the candidate solution to the problem, that is, fitness value. Usually, the
distribution of these fitness values gives us a gradient information, namely, it
gradually approaches to the highest value, whichever it might be local or global
maximum value. In general, we search for the solution using this gradient
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information. However, if we think of a situation where only exactly one
configuration is good and all the others are bad. When, specifically, the inputs are
N binary numbers and just one configuration out of those 2N~l is fitness 1 while all
the others are of fitness 0, which we call a search for a needle in a haystack. How
could we locate the solution without any gradient information?

With the goal being a realization of associative memory by a neural network with
spiking neurons, we explored the weight space of a neural network in which some
weight configurations are assumed to give the network a function of associative
memory. Hyper-planes defined on those spaces are sometimes called fitness
landscapes when we fictitiously plot a measure of goodness, or equivalently, a
fitness value on all the possible points of configuration assuming altitude of the
hyper-plane constructs a landscape, and hence the location of peaks implies the
solution of our problem. In our experiment of associative memory, when we were
exploring the fitness landscape to try to find those peaks exhaustively, we noticed
that the landscape was a very unusual one. That is, the landscape is everywhere a
flat-land of fitness 0 except for one peak and the shape of the peak is more like a
mesa than a peak. The top is not a pin-point due to a synaptic plasticity of the
neural network and the sidewall is very steep. Therefore, evolutionary
computations which usually recombine points on the hyper-plane as candidate
solutions selecting those points which perform better than others, would not work
in this fitness landscape of almost everywhere flat-land of fitness 0. This reminds
us a classical but a seminal experiment by Hinton & Nowlan [1] which was
proposed to find a peak like a needle in a haystack.

In short, assuming that we have many peaks in a huge landscape of almost
everywhere completely flatland in which only a few of the peaks are already
known, our goal is to find a computational method that has a capability to search
for those unknown peaks by employing an information of already known peaks.

In the following three sections, we describe Associative Memory, Fitness
Landscape, and Hinton & Nowlan's experiment more in detail. Then we propose a
test-function and some results of exploring it.

2 Associative Memory

How does anyone stop thinking of something? Accidentally, accidental thoughts,

all thoughts are accidental. - From "Key to Rebecca" by Ken Follett.

Associative memory is a memory system in which we can store information and
recall it later from its partial and/or imperfect stimuli. Information is stored as a
number of stable states with a domain of attraction around each of the stable states.
If the system starts with any stimulus within the domain it will converge to the
attractor following a trajectory, hopefully a short one. This models human
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memory in the sense that, e.g., we can recognize our friend's face even without
meeting for a long time, or we can recall a song immediately after listening to a
very beginning part of the song. Hopfield [2] proposed a fully connected neural
network model of associative memory in which a set of patterns is stored
distributedly among neurons as attractors. Since then the model had been fairly
well studied for more than a decade, and we now know it is not so practical, partly
due to its small storage capacity, and we study another model using spiking
neurons instead of the McCulloch-Pitts [3] neurons which construct the Hopfield
model, with the goal being to overcome those problems and, more importantly, to
look for more biologically plausible models of human memory.

Some regions in our brain such as neo-cortex or hippocampus are said to be made
up of two categories of neurons, that is, pyramidal cells and inter-neurons.
Typically, the pyramidal cells communicate with each other via excitatory
synapses (positive influences), while inter-neurons send signals to pyramidal cells
via inhibitory synapses (negative influences). As Wilson [4] wrote in his book,
Marr [5] was one of the first to propose this hippo-campal model involving both
recurrent excitation via Hebbian [6] synapses and inhibition. In his book, Wilson
[4] wrote that a single neuron which emits spike train when it receives an external
stimulus P(t) could be modeled by

dR(f) 1
_ _ _<-R(o 4 S(P(t)))

dt r

where Wilson [4] proposed to employ, among many alternatives, Naka-Rushton
function [7]:

/ /(#» 4 Pn ) if P > 0
if P < 0,

M and a are called saturation and semi-saturation constant, respectively, and n is
an integer parameter for its graph to fit a phenomenon. Here we assume N
pyramidal cells and implicit number of inter-neurons. We simulate these
pyramidal cells by spiking neurons which interact with each other using electric
current via plastic synapses. Pyramidal cells are also interacted by inter-neurons
by global inhibition.

To be more specific, stimuli to one pyramidal cell are given from all the other
pyramidal cells via synaptic strength, as well as inter-neuron cells whose number
is reduced to only one here for the sake of simplicity.

The synaptic strength from pyramidal cell j to / is denoted as wy and all the
inhibitory synapses from inter-neuron are assumed to have a value g. Then
stimulus to the i-th pyramidal cell /?, is described as
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Pi =« ( i - » • « > +

where (•)+ means that we use the value if and only if inside the parentheses is
positive and zero otherwise. Following Wilson [4], we experimented with o = 10,
M = 100, and n=2 in the above Naka-Rushton equation. Thus, our equation of
spiking ratio of the i-th pyramidal cell Rj with the spiking ratio of the inter-neuron
G is given as

_ _ ni 4.

— — c — o.or > R.f
Z ^

where, both TR and xG are to be set to 10. Note that w,, (/ = 1, ..., N) should be set
to all zero. In order to encode TV-bit binary patterns using N spiking neurons, we
use firing-rate of a neuron within certain time window which expresses binary
number according to whether the rate exceeds a threshold or not. In what he calls
CA3 network in his book, Wilson [4] employed 256 pyramidal cells so that these

cells represent a pattern constructed by $16x16 array of pixels. The network also
incorporates one inter-neuron cell to provide pyramidal cells a feedback inhibition.
The task of the network is to recognize four given patterns from its noisy input.
Each of the four patterns is represented by 32 active cells plus other 224 quiet
cells. Network has learned to recognize these four patterns by modifying the
synapses according to the following what might be called Hebb's [6] rule .

where k is set to 0.016, M is a saturation level in the Naka-Rashton equation, and
sgn(x) is equal to 1 if x>0 and 0 otherwise. The equation is called Hebb's rule in
the sense that wtj will be modified if and only if both the neuron i and j should be
activated. Also note that equation of Hebb's rule above is applied only if the
previous value of Wjj is 0, otherwise, Wy will remain intact.

A noisy input of a pattern is constructed by randomly picking up about one-third
of the active cells of the selected pattern with adding them other 20 quiet cells,
also chosen at random, after turning them active. Then one of these four patterns is
given to the network, that is, network starts the dynamics with the pattern as the
initial configuration of its neurons' state. Network updates the state according to a
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series of N differential equations above. The dynamics is observed during a total
of 100 ms (assuming step of dt of dr/dt to be 1 ms), with the noisy input being
continued to be fed for the first 20 ms.

3 Fitness Landscape

The hill on the south side of the town sloped steeply to the river, here. On the west

there was a long ridge which fell gently to the plain. - From "Pillar of the Earth "

- by Ken Follett.

The concept of the fitness landscape was first introduced by Wright [8] to study
biological evolutionary processes. Since then, this concept has been used not only
in evolutionary biology but also in chemistry, physics, computer science and so on.

In chemistry, for example, a molecule can be represented as a string of N letters
with each letter being chosen from an alphabet of size k (see Macken et al. [10])
Twenty amino acids (k=20) for proteins or four nucleotides (k=4) for nucleic acids
can be considered as examples of the alphabet. The J^ possible combinations of
the letters construct a configuration space of the string. Then, for example, the free
energy of RNA folding into secondary structures (see Fontana et al. [11]) or the
ability of peptides to bind to a particular substrate to catalyze a specific reaction
(see Maynard Smith [12]) is assigned as a fitness value to each configuration.

In physics, the Hamiltonian energy of Ising spins defines a fitness landscape on
the configuration space of N spins, where each spin takes the value either 1 or -1
(k=2). Bray and Moore [9] argued about the number and distribution of meta-
stable states (local optima) of the Hamiltonian energies.

To explore these fitness landscapes, we need a rule by which a point in the space
moves to one of its neighbors. Then, consecutive movements of a point to the
neighbors form a walk on the landscape. Macken et al. [10] used random point
mutation that changes a single letter in the string to specify neighbors of the string.
Then, by sampling points along an "evolutionary walk" in which point moves to
the firstly found fitter neighbor, they studied the statistical properties of the
landscape defined by the chemical affinity of antibody for antigen in immune
response.

Weinberger [14] used two different walks: "gradient walk" in which the walker
steps to the best of its neighbors and "random adaptive walk" in which the next
step is chosen at random from the set of better neighbors, to investigate the
Kauffman's NK landscape [13] which is a model formulated in more general form.
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We extend the concept of the discrete fitness landscape to a continuous one.
Namely, a capability of a fully-connected neural network to store a set of bipolar
patterns (each bit is either 1 or -1) as associative memory assigns fitness on the
configuration space of real-valued synaptic weight configuration space (k = a>). A
walker moves to its neighboring point determined by Gaussian random mutation.

4 A Needle in a Haystack

One day I'd cooked soba. Great! I tried teuchi udon the next day and it was also

great. It is really easy to make such delicious dishes just from flour or buckwheat

flour. The main thing is sauce, however. It is either tasty or not. Nothing in

between. - Edward Venskovich (Personal Communication).

The problem Hinton & Nowlan [1] proposed is to search for only one
configuration of 20 bits of one and zero, that is, the search space is made up of 220

points all of which except for one point are assigned fitness 0. Only exactly one
points, say, (11111111110000000000) is assigned fitness 1. That is why this is
called search for a needle in a haystack. See Fig. 1 bellow.

Fig. 1 A fictitious sketch of fitness landscape of a needle in a haystack.

It seems impossible to solve this if we use a simple genetic algorithm, since
usually it recombines two genotypes whose phenotypes are a little better than
others, and in our circumstance almost all genotypes perform equally badly. Any
hill-climbing would not seem to work. Hinton & Nowlan [1], however, exploited
lifetime learning of each individual. That is, chromosome is made up of genes of
which about 25% are " 1 " , 25% are "0", and the rest of the 50% are "?". Within
one generation all the "?'" position are assigned either " 1 " or "0" at random and
fitness is evaluated, which is called lifetime learning of each individual. Each
individual repeats the learning 1000 times in its lifetime. If it reaches the point of
fitness 1 at the n-th trial, then the degree to which learning succeeded is calculated
as

1 + 19 • ( 1 0 0 0 — rc ) / 1 0 0 0 .
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Hinton & Nowlan's model is a sort of Gedanken-experiment to study how the
lifetime learning affects an evolution, that is, the Baldwin effect. The location of
the unique solution (whose fitness is 1, while all others' are 0) is assumed to be
known before a run, though it is not of the case in real world problems.

5 A Tiny Flat Island in a Huge Lake

It's Spring Cleaning time again ... for my brain. Below, a cluster of random

follow-ups, postscripts and observations to tide you over until the spring weather

actually turns spring-like. - David Pogue from New York Times 10th Apr. 2003.

Hinton & Nowlan's experiment is valid under an assumption, as they
wrote, "genotype can recognize when it has achieved the perfect fitness during its
lifetime learning." This usually does not hold when it is applied to solve a real
world problem. If the phenotype recognizes that it reaches the solution, all we
need is to check its genotype to know the parameter configuration which gives the
phenotype to achieve its goal. As such, no need for a further computation.
Without such an assumption, on the other hand, we could not explore this specific
fitness landscape searching for the goal.

For example, see Fig. 2. This is the peak we observed in the fitness landscape
during our simulation of associative memory with spiking neurons. The plot
shows a trace of random downhill walker from a point on the top region of the
Hebbian peak. As shown in the Figure, the peak has a completely flat and wide
region in the top area, which implies a synaptic plasticity. And take a look also at
side wall of the peak, we find it really steep. It's more like a tiny flat island in a
huge lake than a hill or peak in a more or less ragged landscape.

O 5OOO IOOOO 15OOO 2OOOO

Hamming Distance from the Top of Hebbian Peak

Fig. 2 A trace of a downhill walk from the top of the Hebbian peak.
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To simplify the problem, we proposed a test function.

Test-function 1 (A Tiny Flat Island in a Huge Lake) Assuming an n-
dimensional hypercube all of whose coordinate Xj(i=l, ...,n) lies [-1,1], find an
algorithm to locate a point in the region A whose coordinates all lie [0, a] (a < 1).

The goal is to search for a hypercube in the ^-dimensional Euclidean space. This
is essentially equivalent to the Hinton & Nowlan's a-needle-in-a-haystack when
we set n=20 and a=l, and also those continuous-valued coordinates are considered
to be binary strings by regarding all the positive components as " 1 " and negative
ones as "0". If necessary, we can make the needle tinier by decreasing the value of
a, that is, the complexity of the search are controlled by changing a and n.

6 Experiment

6.1 A Needle in a Haystack

We retried the Hinton & Nowlan's experiment. However, we were obliged to
modify it, because when individuals of 20 chromosomes with "0" " 1 " and "?"
created at random, they usually do not reach fitness 1 even with 1000 times of
lifetime learning. Hence, we create individuals one by one at random and each
time we make it learn 1000 times, and if it reaches the fitness 1 we put it in the
population of the first generation, and this is repeated until those individuals fill
the population. In other words, a run starts with a population of individuals who
are within 1000 steps from the needle. An example run shows we have to try a
total of 118,499 times randomly to obtain such a population of 100 individuals,
though those numbers depend on the length of chromosome.

From an application view point, it would sound peculiar if we start an evolution
with this population, since we can get the solution from any individual in this first
population. All of the individuals have already reached the needle (solution) via
the lifetime learning. No need to try further evolution.

From an artificial evolution view point, on the other hand, it would be interesting
to observe the further evolution starting with this population, if we assume the "?"
genes are not replaced with either "0" or " 1 " but remain intact when the individual
reaches the needle. This is what is called "Baldwin Effect". If, on the other hand,
lifetime learning modifies some genes, it is called "Lamarckian Inheritance". Fig.
3 shows how the degree-to-which-learning-succeeded defined in Section 4 evolves
in a run.
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Generation

Fig. 3 An evolution of search for "a needle in a haystack" from the
experiment of Hinton & Nowlan.

The number of "?" genes decreases as the evolution proceeds, but the final
individuals still have those "?" genes. In the run shown in Fig. 3, chromosomes in
the first generation have an average of 10.2 those "?" genes. Then as evolution
proceeds the number decreases and eventually in the generation 12,000, where all
chromosomes have converged to the same one, they have 6 "?" genes (Transition
of the number is not shown in the figure). Those genes have something to do with
an evolution of "learnability". It is, however, beyond the topic of this paper.

6.2 A Tiny Flat Island in a Huge Lake

Thus, we now know that although the Hinton & Nowlan's experiment is elegant
method to see lifetime learning enhances the genetic search, that is, the Baldwin
effect works in our evolutionary computations, while in reality we have not found
so far an algorithm to solve this type of a needle hidden in a haystack.

Then we proposed a test-function in the previous Section, and here we show
results of applying both a simple random search (not even a random hill-climbing),
and the lifetime learning (the one proposed by Hinton & Nowlan but only within
one generation) to the test-function.

6.2.1 Simple random search

We set a-\ and study if a randomly created chromosome with length n will be in
the domain A or not, that is to say, a random search looking for points in A. The
result is that, as n becomes large, search becomes more and more difficult, and
eventually when rc=20 we cannot find any such point within a reasonable time, say,
in 24 hours. No wander Hinton & Nowlan adopted the chromosome of length 20!
In Fig. 4 how many chromosomes were on A out of 10,000 randomly created ones
is shown.
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1O 15 20
Lengh of Chromosome

2 5 3 0

Fig. 4 Number of individuals who happens to be in a point in the target
region A out of randomly created 10,000 individuals.

6.2.2 Lifetime learning

Here we also created a chromosome at random one by one, but we study if each of
them reaches the domain A after 1000 times of learning. In Fig. 5 we plot how
many chromosomes we have to create until we find those individuals who reach
the goal within 1000 times of lifetime learning. We see the results are a little better
than the random search.

?£

3OOCO

2OOCO

1OOCO

o
10 1 & 2O

Lengh of Chromosome-

Fig. 5 Average Number of random individuals needed to find a one who
succeeded in reaching the target via 1000 times of lifetime learning.

These results suggest that the Baldwin effect - effect of learning during each

individual's lifetime becomes hard exponentially as the dimension increases.
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6 Summary & Future Works

We came across a very difficult problem when we explore a fitness landscape. The
landscape was a very unusual one: everywhere low flat land of fitness zero except

for a strange shaped peak - like a tiny flat island in a huge lake. The lake is too
huge to get a bird's eye view of the whole lake and we have never been able to see
other islands. To approach this problem we have proposed in this paper a test
function which is a simplified version of our problem and we can easily control
the difficulty of the problem with the structure being essentially the same. This
landscape reminds us of the Hinton & Nowlan's classical experiment of searching
for a needle in a haystack in which individual's lifetime learning was employed.
We made an experiment to learn if this what might be called a Baldwin effect
works in our evolution in PC and we have found that the lifetime learning also
somehow works in the proposed test-function if we compare it to a simple random
search. However, we still doubt more or less if we can apply the Baldwin effect as
it is to a real world problem. So, this paper is a call for challenge proposals of the
methods to solve our test-function. In short, not so short though, in a huge
landscape of almost everywhere completely flat-land, assuming we have many
peaks only a few of which we know, our goal is to find a computational method
that can search for those unknown peaks, by employing an information of those
already known peaks. As a candidate of these methods, we now thinking of
anomaly detection by artificial immune system.

Our concern here is if we regard the points which belongs to A as non-self, while
all the other points as self. Then can a Negative Selection Algorithm (see e.g. [16]),
for example, detect these non-selves as anomaly? On the contrary, if we regard
points in A as self then can a Positive Selection Algorithm (see e.g., [17])
distinguish them from other non-selves? Or, a clonal selection can detect those
points as anomalies? These await for our exploration.
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Abstract: Dealing with expert (human) knowledge consideration, Computer Aided
Medical Diagnosis (CAMD) dilemma is one of the most interesting, but also one
of the most difficult problems. Among difficulties contributing to challenging
nature of this problem, one can mention the need of fine classification and
decision tasks. In this paper, we present a new approach founded on an hybrid
scheme, multiple model approach for reliable CAMD, including a signal-to-image
converter, a Neural Network (NN) based classifier and a fuzzy decider. This new
concept has been used to design a computer aided medical diagnostic tool able to
assert auditory pathologies based on Brainstem Auditory Evoked Potentials
(BAEP) based biomedical tests, which provides an effective measure of the
integrity of the auditory pathway.

Keywords: Computer Aided Medical Diagnosis (CAMD), image processing, analysis and
interpretation of biomedical signals, pattern recognition, classification, neural networks,
fuzzy decision-making.

1 Introduction

Computer Aided Medical Diagnosis (CAMD) is an attractive area leading to
future promising applications in biomedical domain. However, dealing with expert
(human) knowledge consideration, the computer aided medical diagnosis dilemma
is one of most interesting, but also one of the most difficult problems. Among
difficulties contributing to challenging nature of this problem, one can mention the
need of pertinent information (indicators) and fine classification.

Several approaches have been developed in order to analyze biomedical signals:
electrocardiogram signals [1] and particularly Brainstem Auditory Evoked
Potentials (BAEP) [2], [3]. The approach developed by [2] is based on fuzzy sets
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for identification and particularly in BAEP analysis. A cross-correlation with a
priori information have been used in a pattern recognition approach [3].

Over past decades, Neural Networks (NN) and related techniques show many
attractive features in solution of wide class of problems [4] such as classification,
expert knowledge modeling, and decision-making [5], [6], [7], [8], [9], [10].

This paper deals with soft computing based pattern classification of images
obtained from biomedical tests issued signals and particularly from BAEP signals.
The aim of this paper is to suggest a promising approach which consists of
transforming biomedical signals in images to be processed afterwards using NN
for pattern recognition (classification) and fuzzy logic for the decision-making. In
fact, such approach take advantage from features which are unreachable from
unidimensional signal (time dependent waveform). More, it allows to use image-
like representation and processing, which offers benefit of a reacher information
representation (than the signal related one).

Section 2, processing of biomedical signals, and particularly BAEP, as images is
developed. Section 3, a soft computing (implying NN and fuzzy logic) based
image processing approach for BAEP analysis and interpretation is suggested.
Section 4, the implementation of the suggested approach and the obtained results
are detailed. Finally, in Section 5, a discussion dealing with the suggested
approach and how it relates to some other works is given.

2 Biomedical Signals-To-Images Conversion

Traditionally, biomedical signals are processed using signal processing
approaches, mainly based on peak and wave identification approaches and pattern
recognition approaches, such as in [1], [2], [3]. The main problem is then to
identify pertinent parameters (to which depends the studied phenomenon). This
task is not trivial, because the time (or frequency) is not always the variable that
points up the studied phenomena's features (behavior, e t c . ) . Contrary to a time
or frequency (signal) based representation, the image based one, taking benefit
from it's 2-D nature, offers advantage a reacher representation allowing to take
into account more complex features (objects, information, e t c . ) .

2.1 Brainstem Auditory Evoked Potential (BAEP)

BAEP based clinical tests provide an effective measure of the auditory pathway up
to the upper brainstem level. It is based on analysis of "Evoked Potentials", which
are electrical response caused by the brief stimulation of a sense system. In fact,
the stimulus triggers a number of neurophysiologic responses along the auditory
pathway. An action potential is conducted along the eight nerve, the brainstem and
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finally to the brain. A few times after the initial stimulation, the signal evokes a
response in the brain area where sounds are interpreted. The right picture of Figure
1 (extracted from [11]) represents two critical cases of such BAEP: first one
corresponds to a healthy patient and second to a an auditory disorder pathology.

Usually, the experts diagnose the pathology using a surface of 50 estimations
called "Temporal Dynamic of the Cerebral" trunk (TDC). Figure 1 shows an
example of BAEP based clinical test principle and typically obtained signals.

: * - / / , B
' ///' / ' ^ /A />

/ / / v" •

Fig. 1. BAEP based clinical test chain (left) and examples of obtained TDC
Surfaces showing healthy (A) and auditory disorder (B) cases respectively (right).

2.2 BAEP Signals-to-Image Conversion

In this work, the BAEP signals are transformed in images to be processed and
analyzed. Indeed, each image is built of 86 BAEP signals where each BAEP
signal is sampled and represented by 51 points. The conversion of BAEP signals
to representative issued images is performed thanks to conventional thresholding
interpolation techniques [12]. Consequently, each resulting image is represented in
a matrix of 86 lines by 51 columns. Thus, the used image database is built of 206
images such as: 38 images represent Retro-Cochlear-Patients, 77 images represent
Endo-Cochlear-Patients, and 91 images represent Normal-Cochlear-Patients.

3 Suggested Soft Computing Based Image Processing
Approach

General bloc diagram of the suggested processing chain is depicted in Figure 2. As
one can remark in this figure, our approach includes 3 processing stages: Signal-
to-Image converter stage, NN classification stage and Fuzzy decider. The input of
the Signal-to-Image converter is a BAEP signal and it's output corresponds to an
image based representation of this input. The obtained image is then processed
(classified) by the second stage. Outputs of this stage are a set of diagnosis related
categories (classes). The mission of the last stage is to state the final diagnosis.
Figure 3 gives bloc diagram of classification and decision chain.
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As it could be seen, the implemented classification strategy is based on a multiple
neural networks structure. It includes two neural classifiers. The first one operates
on the basis of a local pattern recognition. So, a first classification, based on local
indicators in image, leads to a first diagnosis (local diagnosis). The second
classifier operates on the basis of a global pattern recognition taking into account
whole image. These two classification results are then used by the Fuzzy decider
to decide of the most appropriated final diagnosis.

Preprocessing
(Signal-to-image

Conversion)

Classification
(Neural

Networks)

Fuzzy
Decision-
Making

Diagnosis

Fig. 2. Soft Computing based image processing approach synopsis.
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NN: Neural Network
RCP: Retro-Cochlear-Patient
ECP: Endo-Cochlear-Patient
NCP: Normal-Cochlear-Patient

Fig. 3. Classification and decision processing chain.

4 Implementation and Results

In this work, the suggested multiple model approach to medical diagnosis from
classification of BAEP signals converted in images is mainly based on soft
computing implying NN classification [8], [13] and Fuzzy decision-making.
Indeed, the efficiency of this classification emerges from the two classification
ways: several NN for local sub-images resulting in the local indicators, and one
NN for the global image resulting in the global indicator.

4.1 Neural Network Classifiers

The results presented in Figure 4 correspond to the local classification built of 20
feedforward Neural Networks, local indicators (NNI, ..., NNi, ..., NN20), since
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the image is divided in 20 areas of 10x20 pixels, where each area is classified by a
Neural Network built of 3 layers: 200 input neurons (input layer), 241 sigmoidal
hidden neurons (hidden layer), and 3 sigmoidal output neurons (output layer).

Retro-Cochlear-Patient(38)

5 7 9 11 13 15 17 19

lmages(NNi)

Endo-Cochlear-Patient(77)

3 5 7 9 11 13 15 17 19

Images(NNi)

ai
m

in
g

 R
at

es

Normal-Cochlear-
Patient(91)

1 3 5 7 9 11 13 15 17 19

Images (NNi)

Fig. 4. Local NN classification results (Local Indicators): black curves represent
learning base results while gray curves represent generalization base results.

The NNI, ..., NNi, ..., NN20 classifiers are trained using the supervised gradient
back propagation paradigm from the training set (learning base). The weights are
adjusted from a random weight initialization between [-1, +1] with the learning
rate r\ = 0.1 and momentum = 0.8. This classifier yields convergence to the
tolerance ET = 0.0001 in well under the cycle number CN = 5000.

The results presented in Table 1 correspond to the global classification built of one
(01) Neural Network, global indicator (NN21), where all the image, 80x50 pixels,
is classified by one (01) Neural Network, where in each area the mean of 10x20
pixels constitute an input component. Thus, NN21 is built of 3 layers: 20 input
neurons (input layer), 23 sigmoidal hidden neurons (hidden layer), and 3
sigmoidal output neurons (output layer).

Learning Base
(Training Set)

Test Base

Retro-Cochlear-Patient
(38 images)

100.0000% over 28

80.0000% over 10

Endo-Cochlear-Patient
(77 images)

95.5000% over 67

20.0000 % over 10

Normal-Cochlear-Patient
(91 images)

100.0000% over 81

60.0000% over 10

Tab. 1. Global Neural Network classification results (Global Indicator).
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The NN21 classifier is trained using the supervised gradient back propagation
paradigm from the training set (learning base). The weights are adjusted from a
random weight initialization between [-1, +1] with the learning rate T| = 0.1 and
momentum = 0.8. This classifier yields convergence to the tolerance ET = 0.0001
in well under the cycle number CN = 5000.

4.2 Fuzzy Decision-Making System

In order to exploit the expert (human) knowledge [14], the Fuzzy decision-making
system, developed in this Section, is based on Mamdani's fuzzy inference must be
able to decide of the appropriate diagnosis among Retro-Cochlear-Patient (ORCp),
Endo-Cochlear-Patient (OEcp), and Normal-Cochlear-Patient (ONCp). The Fuzzy
Decision-Making System is suggested to the decision-making help to the
diagnosis, i.e., to select the appropriate diagnosis for each patient among Retro-
Cochlear-Patient (ORCP), Endo-Cochlear-Patient (OECp), and Normal-Cochlear-
Patient (ONCp).

The input parameters are RCP_1, ECP_1, NCP_1, RCP_2, ECP_2, and NCP_2.
These inputs are obtained from neural networks, i.e., scaled from 0 to 1. Then, the
membership functions of these inputs have been defined for the RCP, ECP, and
NCP parameters as shown in Figure 5, where Far (F), and Near (N) are the fuzzy
variables. Thus, the input vector is then the vector I = [RCP__1, ECP_1, NCP_1,
RCP_2, ECP_2, NCP_2]. For each input, this Fuzzy Decision-Making System
must be able to select the appropriate diagnosis.

The Fuzzy Decision-Making System is used to capture the decision-making
behavior of a human expert while giving the appropriate diagnosis [10], i.e., it
must mimic the input/output mapping of this human expert. Indeed, the latter has
formulated his knowledge in a linguistic form which provides an explanation to
give an appropriate diagnosis.

Fig. 5. Retro-Cochlear-Patient (RCP), Endo-Cochlear-Patient (ECP), Normal-
Cochlear-Patient (NCP) membership functions.

To mimic this diagnosis, the fuzzy linguistic formulation is used and a set of fuzzy
rules are then established. Thus, these fuzzy rules are used to incorporate this
human expert knowledge in the suggested Fuzzy Decision-Making System,
illustrated in Figure 6, where the vectors Fuzzy RCP_1, Fuzzy ECP_1, Fuzzy
NCP_1, Fuzzy RCP_2, Fuzzy ECP_2, and Fuzzy NCP_2, represent the fuzzy
vectors of the input values RCP_1, ECP_1, NCP_1, RCP_2, ECP_2, NCP_2,
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respectively ; while O represent the fuzzy vector of the output Oj which is a
component of the vector O = [ORCp, OECp, ONCp] where ORCP, OECp, ONCp are
Retro-Cochlear-Patient, Endo-Cochlear-Patient, and Normal-Cochlear-Patient.

Inputs

RCP_1,ECP_1,NCP_1
and

RCP_2, ECP_2, NCP_2

Membership
Functions

Fuzzy
Rule Base

Output

_L
Fuzzy

Fuzzy Inputs

Fuzzy RCP_1, Fuzzy RCP_2
Fuzzy ECP_1, Fuzzy ECP_2
Fuzzy NCP_1, Fuzzy NCP_2

—• Fuzzy Output

6

Fig. 6. Fuzzy Decision-Making System.

The operation of the fuzzification calculates the degrees for each evaluated
parameter (input) belonging to the three membership functions, e.g., for RCP_1
this operation calculates {|HF(RCP_1), jaN(RCP_l)} with jaF(RCP_l) and
jnN(RCP_l) the membership degrees of fuzzy sets F and N, respectively.

The fuzzy rule base is built of 26 = 64 rules deduced from the six (06) inputs
where each input has three (02) fuzzy variables. Thus, established fuzzy rules are:

/ / R O M is F and ECP_1 is F and NCP_1 is F and RCP_2 is F and ECP_2 is F and NCP_2

is F) Then 6 = [u<ORCP), |i(OECP), JLi(ONCP)],

//RCP_1 is F and ECP_1 is F and NCP_1 is F and RCP_2 is F and ECP_2 is F and NCP_2

is N) Then 6 = [|ii(0RCp), |LI(OECP), |H(ONCP)],

7/(RCP_l is N and ECP_1 is N and NCP_1 is N and RCP_2 is N and ECP_2 is N and

NCP_2 is F) Then 6 = [|i(ORCP), u(OECP), |i(ONCP)],

7/(RCP_l is N and ECP_1 is N and NCP_1 is N and RCP_2 is N and ECP_2 is N and

NCP_2 is N) Then 6 = [\i{ORC?\ \i(OECP), JLI(ONCP)]. (1)

In this fuzzy rule base, the fuzzy decision-making vector O is expressed by:

- [ {%CP_lm, ECPJm, NCP_lm, RCP_2m, ECP_2m, NCP_2m)(ORCp).

^(RCP_lm, ECP_lm, NCP_lm, RCP_2m, ECP_2m, NCP

m, ECPJm, NCPJm, RCP_2m, ECP_2m, NCP (2)
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where |U(Rcp_im, ECPJ™, NCPJIU. RCP_2m, Ecp_2m, NCP_2m)(0j) represents the membership

function degree of Oj with m = 1 or 2. The fuzzy inference is achieved by the Min
and Max operations. Thus, for each specific decision-making situation, the values
of inputs are mapped to the discrete intervals to form the fuzzy sets:

Fuzzy RCP_1 = {^(RCP.l), u^RCP.l)},
Fuzzy ECP_1 = {^(ECPJ), |H2(ECP_1)),
Fuzzy NCP_1 = {^(NOM), |U2(NCP_1)},
Fuzzy RCP_2 = {JI1(RCP_2), JLI2(RCP_2) },

Fuzzy ECP_2 = {JLI1(ECP_2), |12(ECP_2)},
Fuzzy NCP_2 = {u,(NCP_2), ^2(NCP_2)}, (3)

where for instance jim(RCP_l), with m = 1 or 2, are the membership function
degrees of the input RCP_1. With this description, one can have 26 = 64 possible
conditions corresponding to sixty four (64) fuzzy rules. Then, the level of certainty
of each condition \iu ja2, •.., 1̂64 can be found using the Min operation:

ECP_11, NCP_11, RCP_21, ECP_21, NCP_21) = MIN(|i1(RCP_l),
), |a!(RCP_2), u,(ECP_2), |i,(NCP_2)) = |i, ,

|ncond(RCP_ll, ECP_11, NCP_11, RCP_21, ECP_21, NCP_22) = MIN(|a,(RCP_l),
JLI,(ECP_1), JLI,(NCP_1), u,(RCP_2), u,(ECP_2), ji2(NCP_2)) = ja2,

|icond(RCP_12, ECP_12, NCP_12, RCP_22, ECP_22, NCP_22) = MIN()i2(RCP_l),
|I2(ECP_1), |I2(NCP_1), M2(RCP_2), ̂ 2(ECP_2), |I2(NCP_2)) = ^i64 , (4)

where cond represents the fuzzy set of conditions which is written as follows:

C O n d = { ]LLi, H 2 , . . . , H 6 4 } • ( 5 )

Each possible condition is associated with a decision-making situation Oj. Then,
certainty of each situation is obtained by Max and Min operations as follows:

M-ORCP = M A X { M I N ( | I 1 } U . ( R C P _ 1 1 , E C P _ 1 1 ) N C P _ 1 1 , R C P _ 2 1 , E C P _ 2 1 , N C P _ 2 1 ) ( O R C P ) ) '

M I N ( f I 2 , |i(RCP_l l, ECP_11, NCP_11, RCP_21, ECP_21, N C P _ 2 2 ) ( O R C P ) ) J

X64» H-(RCP_12, ECP_12, NCP_12, RCP_22, ECP_22, N C P _ 2 2 ) ( O R C P ) ) )»

M-OECP= M A X { MIN(U. ! , ^ 1 ( R C P _ 1 1 , E C P _ 1 1 , N C P _ 1 1 , R C P _ 2 1 , E C P _ 2 1 , N C P _ 2 1 ) ( O E C P ) ) '

M I N ( [ X 2 I M-(RCP_11, ECP_11, NCP_11, RCP_21, ECP_21, N C P _ 2 2 ) ( O E C P ) ) »

, |i(RCP_12, ECP_12, NCP_12, RCP_22, ECP_22,
UONCP = M A X { M I N Q l ! , U . ( R C P _ 1 1 , E C P _ 1 1 , N C P _ 1 1 , R C P _ 2 1 , E C P _ 2 1 , N C P _ 2 1 ) ( C ) N C P ) ) '

M I N ( | X 2 , | a ( R C P 1 it ECPJ1, NCP.ll, RCP_21, ECP_21, N C P _ 2 2 ) ( O N C P ) ) '

> M-(RCP_12, ECP_12, NCP_12, RCP_22, ECP_22, N C P _ 2 2 ) ( O N C P ) ) } • (6)

Collection of situations forms final fuzzy decision-making situation vector O :

O = { M-ORCP(C)RCP), M-OECP(OECP)> M-ONCP(ONCP) } (7)
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The Max operation is used for the defuzzification process to give the final
decision-making situation Oj:

Oj = Max{ JLIORCP, ^OECP, HONCP } (8)

5 Discussion and Conclusion

In this paper, a promising soft computing (implying NN and fuzzy logic) image
processing aproach for the biomedical signal analysis and interpretation, and
particularly for BAEP signals, is suggested in order to take advantage from
features which are unreachable from unidimentional signal (time dependent
waveform). Based on a hybrid scheme, multiple model approach, the aim of the
suggested approach is to develop an efficient tool for a reliable CAMD.

For this purpose, at first a processing view of biomedical signals is developed.
That consists to a Signal-to-Image conversion which opens a large opportunity to
beneficiate of more information than if seen and processed as signals. Second, a
multiple model approach to medical diagnosis is developed from classification of
BAEP signals converted in images. Indeed, this multiple model approach is
mainly based on NN classification and Fuzzy decision-making stage. More, the
efficiency of this classification emerges from the two classification ways: several
NN for local sub-images resulting in the local indicators, and one NN for the
global image resulting in the global indicator. The obtained results from NN
classification represent the first step of results which will be significantly
enhanced by the Fuzzy decision-making exploiting the expert (human) knowledge.
The Fuzzy decision-making system based on Mamdani's fuzzy inference must be
able to decide of the appropriate diagnosis among Retro-Cochlear-Patient (ORCp),
Endo-Cochlear-Patient (OEcp), and Normal-Cochlear-Patient (ONCp). Thus, once
this Fuzzy part implemented, the multiple model approach built of NN and Fuzzy
decision-making is expected to be an efficient approach for a reliable CAMD.

With regard to other approaches [1], [2], [3], the suggested BAEP signal analysis
and interpretation approach for a reliable CAMD exploits the two main
advantages from its Signal-to-Image conversion and multiple model approach
[15]. An interesting alternative for future works could be, on the one hand, the
investigation in other neural networks for classification such as fuzzy neural
networks or radial basis function networks [10], [16], and on the other hand the
generalization of suggested approach to a larger field of applications such as fault
detection and diagnosis in industrial plants [17].
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dynamical systems in 3D state space
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Abstract: In the paper a new three-dimensional visualization technique of results
of methods of prediction of chaotic time series has been analyzed. The influence of
graphical presentation of attractors on the quality of forecasting results has been
tested. The following methods of prediction of behaviours of chaotic dynamical
systems have been considered: method of analogs, centre-of-mass-prediction
method and local linear prediction method. The forecasting quality has been
evaluated with using the error function and the correlation coefficient. It has been
shown that 3D visualization of attractor is a necessary condition for obtaining the
proper results of forecasting with using the deterministic chaos methods.

Keywords: deterministic chaos, forecasting, method of analogs, center-of-mass-prediction,
local linear prediction method

1 Introduction

Forecasting the behaviors of time series is important in many different
branches of science [1]. The behaviors of many real systems are chaotic. The
prediction of behavior of such systems is difficult because of their unperiodic
character of changes in time. In such systems the time changes are rather similar
to noise [2,11].

The creation of various technique of computer visualizations of data is almost
as old as an idea of programming itself [12]. During the last years the
development of program visualization systems has been discussed in [12, 13]. It
has been shown that data visualization is an important step in understanding of
many physical processes including the chaotic processes.

In this article the selected forecasting techniques of chaotic data have been
tested: method of analogs [4,6], center-of-mass prediction method (COM) [5,6],
local linear prediction method [6]. The effectiveness of these methods has been
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analyzed. The data for analysis have been selected from various fields such as
physics and economy. The low dimensional physical system and the selected
indexes of Polish Capital Market have been analyzed. All analyzed systems are
chaotic but the characters of changes of values of time series differ in the
particular systems. The considered physical system creates in 3D phase space the
attractor whose the trajectories are located in the certain pipe of irregular shape. In
case of the data from the capital market the pipe defined in such a way does not
exist. The correlation dimension of attractors created from capital market data is
greater than correlation dimension of attractors from the physical system data.

2 The roles of analysis of behaviors of chaotic
systems

Generally the analysis of behaviors of chaotic systems is based on the analysis
of trajectories of system in the phase space. The trajectories of the chaotic system
in the phase space do not form any single geometrical objects such as circle or
tours, but form objects called strange attractors of the structure resembling fractal.
The analysis starts with the attractor reconstruction. This reconstruction in certain
embedding dimension has been carried out using the stroboscope coordination. In
this method subsequent co-ordinates of attractor points are calculated basing on
the subsequent samples between which the distance is equal to time delay r. This
time delay is a multiplication of time between the samples. For the measured data
in the form of time series:

CO

the way of calculation of subsequent y7 coordinates of points of attractor has
been measured as follows:

)r} (2)
where: yj is the subsequent points of attractor, D is the dimension of the

vector yj9 r is a time delay.

The image of the attractor in D-dimensional space depends on time-delay T.
When the time-delay is too small, the attractor gets flattened and this makes the
further analysis of its structure impossible. When time delay T is too large, the
attractor becomes more sophisticated. Therefore the selection of time-delay value
is of great significance in the analysis of the attractor properties. For that purpose
the autocorrelation function is calculated. The autocorrelation function is the
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normalized measure of a linear correlation between samples of time series. It is
defined as follows [2]:

where: N number of samples, xt value of / sample.

For chaotic data the autocorrelation function rapidly decreases, while r
increases. The proper value of the time-delay T for attractor reconstruction is
determined by the condition [2]:

C(t)«O.5C(0) (4)

In forecasting the behaviors of chaotic time series the following relation
between the last point of the attractor (yj) and predicted point (yj+j) of the attractor
is searched for:

yJ+i=nyj)- (5)

The function / depends on the shape of the attractor, which is a function of
time delay. Very often the condition (4) does not give the proper value of time
delay. It happens when time series contain a lot of noise. In this case the final
verification of the proper attractor reconstruction may be done only with using the
3D visualization techniques. In our work we use the OpenGL technique for the
visualization of 3D attractor.

3 Deterministic chaos prediction methods and error
estimation

The method of analogs has been proposed by E. Lorenz in 1967 [4,6]. In this
method the forecasted points are chosen from the previous parts of time series in

such a way that expected point yi lays on the trajectory which is close to

trajectory on which there is the last point of the attractor yj. In this method the

forecasted point is calculated according to the following formula:

y j+\ = y i+\, (6)

where yj+l - forecasted point which belongs to the attractor, y.+l - a next

point on chosen trajectory.
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In the center-of-mass prediction method (COM) the forecasted point is
calculated basing on the following formula:

where yf is a n neighboring points of attractors on trajectories passing close to

the last point of the attractor y.. i - is a subsequent number of a

chosen point form neighboring area, i+\ is a next point on chosen

trajectory on which the point / lays. yy+1 - forecasted point which

does not belong to the attractor

In the local linear prediction method the extension of attractor trajectory is
calculated according to the formula:

where a and b are matrixes, yj+l - forecasted point which does not belong to

the attractor.

Elements of matrixes a and b are calculated according to the formula:

where yf is a w neighboring points of attractors on trajectories passing close to

the last point of attractor y.. / - is a subsequent number of chosen point

form neighboring area, /+1 is a next point on a chosen trajectory on

which the point / lays.

In the all methods mentioned above the quality of forecasting depends on the
number of considered neighboring points.

The forecasting quality has been evaluated by error function (E) and the
correlation coefficient (CC). The error function is defined as follows [9]

E = °pred (10)

2 i

where apred = (jxprell(i)-xohs(i)}
2^, <T, = ( [x ( i ) - (* ( i ) ) f ̂ 2
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For good forecast the E is close to zero. The correlation coefficient describe
the similarity between actual and predicted series. It is calculated basing on the
following formula:

Z (Xobs ( 0 - (Xobs )\Xpred ( 0 " {*pred ))
rr= '-' (11)

ds ( 0 - (Xobs ))2 (*pred ( 0 " ( v

When |CC| is close to 1, time series xohs and JC^/ are correlated. When the large

and low values in both series appear at the same time, then CC > 0 ; but when
CC < 0 large values in first series meet low values in other series, then. When
CC is close to zero, then the time series xobs and xpre(i are not correlated.

For estimation of quality of forecasting the special computer program for
visualization has been prepared [10]. The program uses the OpenGL standard. The
attractors have been presented with using the 3D scene. The knowledge of
system's attractor gives useful information that is necessary to predict trends in the
systems. The application of methods based on chaos theory requires the proper
attractor reconstruction. In Fig.l the main window of the program has been
presented. The sphere indicates the area, from which the points used in prediction
procedure have been taken. Bold black line represents the predicted trajectory.
The difference between the two forecasts, presented in Fig.l, lies only in value of
time delay - in Fig. la the time delay is equal to 19 samples and in Fig. lb it is
equal to 20 samples. Analysis of 3D reconstruction of attractor allows us to
indicate that in forecasting presented in Fig.la the predicted trajectory passes
parallelly to another trajectory but the predicted trajectory in Fig.lb passes across
the neighbouring trajectory. Therefore the prediction showed in Fig.lb must be
rejected as an incorrect one. Finally, the 3D visualization shows that even small
changes of entry parameters can cause the large differences between the forecast
results.
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» I

Figure 1. The main window of the program for 3D presentation of forecasting
chaotic systems a) x=19, b) T=20. The sphere shows the area for which the

neighboring points are considered.

In the application the elements of animation have been introduced. The
animation allows us to effectively identify the shape of attractor.

4 Testing the quality of forecasting in physical and
economic systems

The chaotic nature of time series has been measured with using the correlation
dimension and the largest Lyapunov exponents [1,14]. The methods of prediction
were tested in the three-dimensional phase space. The 20 points of prediction
value of time series were calculated and compared with original data. The quality
of prediction was calculated with using the function E (Eq.10) and correlation
coefficient (Eq.ll).

These prediction methods were applied to chaotic time series. The first data set
has been generated by chaotically departing air bubbles in water [3] (10000
samples). The other time series containing prices of shares of Polish companies:
Budimex and Okocim have been analyzed. The series of prices of Budimex shares
contained the 2375 daily observations and the series of prices of Okocim shares
contained 1190 daily observations.

The selected statistical and nonlinear characteristics of analysed series have
been summarized in Table 1. The correlation dimension has been calculated with
using the Grassberger-Procaccia method [1], and the largest Lyapunov exponent
has been calculated with using the Wolf algorithm [14]. Results of calculation
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indicated that the data from the capital market are more chaotic compared with the
physical system considered in the paper.

Table 1.

The statistical and the nonlinear parameters of analyzed series

Series

Physical
system

Budimex

Okocim

Samples
numbers

10000

2375

1190

Standard
deviation

504,12

8,70

6,82

Max.

value

1439

51,6

42,5

Min.
value

833

8,1

1,46

The largest
Lyapunov

Exp.
[bit/sample]

0,012

0,067

0,055

Time
delay

[samples
number]

10

5

30

Correlation

dimension

2.1

3.6

2,3

The examples of 3D visualization of results of forecasting have been presented
in Table 2. The attractor reconstruction has been prepared from time series
generated by physical system. Three methods of forecasting: analogs, centre-of-
mass-prediction and local linear prediction have been used. The last two columns
of Table 2 contain the values of: function E (Eq.10) and correlation coefficient CC
(Eq.ll).

Table 2

3D visualization of prediction methods consists of 20 samples for T = 10 (the light
line represents the forecast).

The method of
prediction

Analogs

The visualization of prediction

2575 X+2T[V]

0,291

CC

0,962
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Centre-of-
mass-

prediction

2575x+2x[v]

0,131 0,994

2575 X+2T[V]

Local linear
prediction

0,087 0,996

2575

In Table 2 the results of 20 predictions have been marked with a light line. The
black area contains the attractor trajectories. The predicted trajectory (light line)
passes parallelly to another neighbouring trajectories on the attractor. The value of
function E is close to value 0 for all methods under consideration that proves the
high quality of forecasting. In considered cases the correlation coefficient (CC) is
also high.

In Fig.2. the comparison between original data (Fig.2.a) and results of
prediction has been shown. Changes of function E against the number of samples
have been presented in Fig.2.b. We can notice that the prediction quality is high
for all considered methods but the local linear prediction method and centre-of-
mass-prediction method give us better predictions than these one resulted from the
method of analogs
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Figure 2. The forecasting evaluation of chaotic physical system, a) Comparison of
original data with forecasting, b) The function E for the prediction methods:

method of analogs (Analog), centre-of-mass-prediction method (COM) and local
linear prediction method (LLP).

Table 3 shows the results of 3D visualization of prediction methods for the
daily prices of shares of Budimex company. Three methods of forecasting:
analogs, centre-of-mass-prediction and local linear prediction have been used. The
last two columns of Table 3 contain the values of: function E (Eq.10) and
correlation coefficient CC (Eq.ll).
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Table 3.

The results of prediction of prices of Budimex shares: 3D visualization of
prediction methods consists of 20 samples for T=5 (the light line represents the

forecast)

The method of
prediction

Analog

Centre-of-

mass-

prediction

Local linear

prediction

The visualization of

prediction

51,6x+2x[vj

51,6x+2t[v]

51,BX+2T[V]

2,241

1,878

3,021

CC

0,577

0,230

0,592

The shape of attractor created by prices of Okocim shares seems to be less
regular than the shape of attractor in the previous example. The function E gives
the value larger than in the previous example. This means that the difference
between the forecasting and original data increases. In the considered case the
correlation coefficient has the value less than in the previous example, this means
that the correlation between the forecasting and original data becomes week.

In Fig.3 the comparison between original data (Fig.3.a) and results of
prediction has been shown. The changes of function E against number of samples
has been presented in Fig.3b. We can notice that the quality of prediction is lower
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than in the previous example. The analog and centre-of-mass-prediction methods
give the better prediction than the local linear prediction method.

For all considered methods, the function E increases in time (Fig. 3a),
differently than it was in previous example. This means that the quality of
forecasting decreases in time.

x(n)[vj'A

a) !

6 -]

4

2 -

2356

- Oiyginal

. Analog

COM

LLP

2356 2360 2364 2368 2372 2376 n

2360 2364 2368 2372 2376 n

Figure 3. The forecasting evaluation of Budimex series, a) Comparison of original
data with forecasting, b) The evaluation of function E, for the prediction method:
method of analogs (Analog), centre-of-mass-prediction method (COM) and local

linear prediction method (LLP).

Shape of attractor from daily prices of Okocim shares is similar to the shape
obtained for Budimex, therefore the attractor has not been presented in the paper.
In Fig.4a the comparison between original data of daily prices of Okocim shares
and results of their predictions have been shown. The changes of function E
against number of samples has been presented in Fig.4b. We can notice that the
quality of prediction share prices is lower than the quality in considered physical
system. In considered case the linear prediction method give us the better
prediction than the other methods.
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The function E increases in time (Fig. 4b). The value of calculated correlation
coefficient ranges from 0,49 to 0,79. For all methods, the function E increases in
time (Fig. 4a), differently than it was in considered physical system. This means
that the quality of forecasting decreases in time.

x(n)[v]

a) e -

3 -

1141 1145 1149 1153 1157

E
2,5 -

b ) 2-1
1,5 -

1 -

0.5 -

0

. Analog

COM

-LLP

1141 1146 1151 1156 1161 n

Figure 4.The forecasting evaluation of Okocim series, a) Comparison of real
changes of time series with forecasting, b) The evaluation of function E, for the

prediction method: method of analogs (Analog), centre-of-mass-prediction method
(COM) and local linear prediction method (LLP).

The above analysis shows that forecasting of data from the capital market can
be more difficult than forecasting of data from considered physical system. It can
be caused by too low number of analyzed data from the capital market. According
to Peters [14] we need at least 10000 stock exchange quotations to obtain reliable
results. The analyzed series contain less than 3000 samples. A consequence of this
can be reducing the ability of forecasting. The obtained results showed that the
quality of forecasting of chaotic data depends also on the shape of attractor's
trajectory in the 3D phase space.
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5 Conclusion

In the paper the methods of prediction of chaotic dynamical systems behaviors
based on the deterministic chaos theory have been discussed. The following
methods have been considered: method of analogs, center-of-mass-prediction
method and local linear prediction method. These methods are based on the
geometry of the attractor. Therefore, the new 3D visualization technique has been
developed in the paper. We can conclude that the graphical presentation of data
series is very useful when analysing chaotic time series and evaluating whether
setup parameters of forecasting are proper.

The modification of presented methods has been tested as well. We can
conclude that the worst results of forecasting were obtained in case of using
method of analogs with a small number of neighbouring points. The quality of
forecasting increases in case of linear prediction method together with increase in
the number of neighboring points.

Comparison of obtained results for different series shows that nonlinear
methods of forecasting give better results for chaotic time series which create the
attractors with regular shapes. For data from capital market the shapes of attractors
are irregular in comparison with the shape of attractor from the data of physical
system considered in the paper.

6 References
[1] Box G. E. P., Jenkis G. M., ,,Analiza szeregow czasowych i

prognozowanie, Wydawnictwo Naukowe PWN, Warszawa 1983.

[2] Schuster H.G., Chaos deterministyczny - wprowadzenie, Wydawnictwo
Naukowe PWN, Warszawa 1993.

[3] Mosdorf R., Shoji M., Chaos in bubbling - nonlinear analysis and
modeling, Chemical Engineering Science 58, 3837-3846, 2003.

[4] Singh S., Multiple forecasting using local approximation, Pattern
Recognition, 34, 443-445, 2001.

[5] Reick Ch. H., Page B., Time series prediction by multivariate next
neighbor methods with application to zooplankton forecasts, Mathematics
and Computers in simulation 52, 289-310, 2000.

[6] Baker G.L., Gollub J.P., Wst^p do dynamiki ukladow chaotycznych,
Wydawnictwo Naukowe PWN, Warszawa, 1998.

[7] Abarbanel H. D. I., Brown R., Sidorowich J. J., Tsimring L. S., The
analysis of observed chaotic data in physical system, Reviews of Modern
Physics, 65(4), 1331-1392, October 1993.



388

[8] Little S., Ellner S., Pascual M., Kaplan D., Sauer T., Caswell H., Solow A.,
Detecting nonlinear dynamics in spatio-temporal systems, examples from
ecological models, PhysicaD 96, 321-333, 1996.

[9] Sidorowich J.J., Farmer J.D., Predicting chaotic time series, Physical
Review Letters, 59(8), 1987.

[10] Zmijkowska M., Wykorzystanie analizy fraktalnej w prognozowaniu. Praca
magisterska, Politechnika Biatostocka, 2003.

[11] Sidorowich J.J., Farmer J.D., Predicting chaotic time series, Physical
Review Letters, 59(8), 845-848, 1987.

[12] Hyrskykari A., Development of Program Visualization Systems, 2nd Czech
British Symposium of Visual Aspects of Man-Machine, Systems, Praha,
1993.

[13] Szmal P., Francik J., Nowak M., Systemy wizualizacji algorytmow
wspomagajace badania naukowe, III Konferencja Komputery w badaniach
naukowych KOWBAN, 317-322, Polanica Zdroj, 1996.

[14] Peters E.E., Teoria chaosu a rynki kapitalowe, WIG-Press, Warszawa
1997.



Idiotypic Networks as a Metaphor for Data
Analysis Algorithms

Stawomir T. Wierzchon*

Bialystok Technical University, Faculty of Computer Science, 15-351 Bialystok,
Poland, and

Institute of Computer Science of Polish Academy of Sciences, 01-237 Warszawa,
Poland; e-mail: stw@ipipan.waw.pl

Abstract: This paper was intended as a tutorial presentation of different models
used to reproduce and analyze main immune functions. An express tour over vast
literature devoted to the subject is offered. The choice of corresponding
bibliographic positions was motivated by their relevance in current researches,
computational simplicity, and richness of behavior of the model suggested by
given source of information. Particularly, some remarks on discrete models are
given, and general hints concerning designing of artificial immune systems are
given.
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1 Introduction

Immune algorithms, IA's for short, are representatives of still growing family of
biologically inspired algorithms, like genetic algorithms, ant algorithms, particle
swarm algorithms, etc. - consult [8] for extensive review of such algorithms and
their applications. Shortly speaking, IA's are inspired by works on theoretical
immunology and some mechanisms (described in Section 2.1) used by the natural
immune system to cope with external and internal invaders. IA's are adaptive
algorithms in which learning takes place by evolutionary mechanisms similar to
biological evolution. Their adaptability relies on continuous generation of novel
elements to handle an unpredictable and varying set of situations. Generally we
distinguish population-based and network-based IA's. In this paper we focus on
population-based algorithms designed for exploratory data analysis.

* This paper was partly supported by Bialystok Technical University grant W/WI/5/04.
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Most of these algorithms is based (at least conceptually) on the model proposed in
the paper [14], although its authors recognized very soon that "the kinetic
equations used in our original paper were highly idealized" ([13], p. 172). Hence,
the aim of this tutorial paper is brief presentation of alternative models used in
theoretical immunology with the hope, that these models will improve behavior of
currently designed artificial immune systems (AIS's in brevity) for data analysis.
Extended bibliography will allow an interested reader to navigate himself in
different approaches to this subject and in common ideas used by researches to
model important properties of the immune system.

2 Mathematical models of idiotypic networks
The aim of this section is short description of immune mechanisms important in
designing computer algorithms, like clonal selection, hypersomatic mutation,
tolerance, immune response, idiotypic networks and immune memory. Next we
briefly review mathematical models designed to analyze these phenomena.

2.1 Basic notions from immunology

The main actors of the adaptive immune system are so-called lymphocytes, i.e.
white blood cells. We distinguish lymphocytes of type B (or B-cells) and
lymphocytes of type T (or T cells). Each B-cell admits about 105 receptors located
on its surface and called antibodies (or immunoglobulin). Roughly speaking,
antibodies are soluble proteins which have high affinity towards external intruders
called antigens. The key portion of antigen that is recognized by the antibody is
called "epitope"; it can be viewed as the identifier of that antigen. Similarly, the
"paratope" is a specific region of antibody that attach to the epitope. Each type of
antibody has also its own antigenic determinant called "idiotype". Real paratope
and epitope are 3D molecules. If they are complementary with respect to their
geometric or physico-chemical characteristics, we say that the paratope recognizes
just introduced epitope; alternatively, we say that the paratope has high affinity
with the epitope. To study analytically the interactions among paratopes and
epitopes Perelson and Oster introduced in [24] the notion of "shape-space"1. If d is
the number of the characteristics influencing complementarity, then a point in d-
dimensional vector space, called "shape-space", represents corresponding
molecules. Typically as shape space d-dimensional Euclidean (or Hamming) space
is used.

It has been observed that the idea of shape space may be misleading and produces artifacts
which do not reflect any underlying biological reality - see [4]. Hence it should be used
with caution.
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Suppose a large number of copies of a specific, and never seen, antigen are
introduced into an organism. Once a sufficient number of paratopes binds the
epitopes describing just introduced antigen, so-called primary immune response
occurs. It relies upon clonal expansion and somatic hypermutation. By clonal
expansion we understand rapid replication of those B-cells which have a high
affinity to the antigen. To "tune" molecular shapes of the paratopes characterizing
produced clones to the shapes of invading epitopes, each clone is subjected very
intensive mutation what leads to variation of immune response. Mutated clones
with highest affinity to the antigen are subjected further expansion and cloning,
while mutants with lowest affinity are removed from the organism. The process is
continued until the concentration of epitopes decreases below sufficiently low
threshold.

It should be noted that during primary immune response the interaction with T-
cells is crucial to the dynamics of the system. These lymphocytes control the
activity of B-cells and they may have excitatory or inhibitory role. A reader
interested in details on how B- and T-cells cooperate is referred to e.g. [20].

A crucial effect of all these interactions is that the response to a new antigen has a
bell-shaped form. There exists a minimum concentration (0i) of epitopes that will
elicit the immune response; similarly for very high concentration of epitopes
(exceeding the second threshold 9 2 » 9i) the response decreases. In other words,
in the immune system we observe low- and high-dose tolerance. Only medium
dose of the antigen causes immune response manifested with rapid production of
antibodies. In theoretical immunology the response function/(/z,), representing the
concentration of antibodies of i-th type, is modeled by the equation (see e.g. [25])

(0! +/!,•) (92

(1)

where /*, stands for the "field" representing the strength of influence of all epitopes
present in the system on a given antibody. Usually, if m,y stands for the affinity
between i-th paratope and y'-th epitope, Xj denotes concentration of y'-th epitope,
and N is the number of different types of epitopes then the field h\ is computed
according to the equation

hi = ltjsit...tNmu-xj (2)

Equation (2) says that i-th antibody can be stimulated by all the epitopes present in
the organism, no matter they come from antigens or other antibodies constituting
given immune system. This is because a new antibody, say Abi, generated e.g.
through somatic mutation is a new protein for the organism, and its intensive
reproduction during clonal expansion causes new immune response resulting in
production of antibody of other type, say Ab2. In summary, the production of
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antibody Ab, stimulates production of other types of antibodies2 and these
subsequent generations of proteins form a kind of network called by Jerne
"idiotypic network" (consult [22], or [14] for details). Its characteristic feature is
that it can be maintained even in the absence of antigens inducing immune
response. This is due to symmetric interactions between antibodies: if Ab/
stimulates Ab/+i then Ab,-+i stimulates production of Ab,. Since antibody Abj was
induced by an antigen Ag, one of its descendants, Ab,, must have epitope
structurally similar to the epitope characterizing the Ag. It is obvious that during
absence of the antigen Ag the antibody Ab, will maintain production of other
antibodies belonging to the chain Abj ->...—> Ab, ... called auto-catalytic loop
(consult [14] or [13]). Now, if the antigen Ag enters the organism next time, its
shape is "remembered" by such a loop and effective antibodies are produced
almost immediately. This phenomenon is referred to as "immune memory" and
fast production of effective antibodies is termed "secondary immune response".

2.2 Models of the immune networks

Many different mathematical approaches have been developed to reproduce and
analyze the main immune functions. Broadly speaking we distinguish between
continuous and discrete models. Ordinary differential equations are typical for the
first group of models while cellular automata are commonly used in the second
group. From a methodological point of view these models can be labelled as "B-
models" where no distinction between free and cell-bound antibodies is made, and
"AB-models" where both forms of antibodies are described. Surprisingly, both B-
and AB-models lead to the same conclusions as regards the fixed point properties,
(stable fixed points for dynamics are necessary for achieving tolerance in a
model), [4]. Below we briefly characterize the most prominent representatives of
these groups. A reader interested in other models is referred to [25], [15] and [16].

2.2.1 Continuous models

One of the first, and most popular among AIS community, continuous models
was "bit-string model" proposed in [14], It takes into account only interactions
among paratopes and epitopes of antibodies and antigens represented by binary
strings. The affinity rrty between /-th epitope and y-th paratope is computed in a
way reflecting partial matching between the two molecules. The dynamics of the
system consisting of N antibody types with concentrations {x\, ..., xN} and M

2 This idea was confirmed experimentally. Namely, it was observed that e.g. in the case of
polio virus infection, Ab2 has the internal image of polio antigen. It means that Ab2 is
induced by the paratope of Abj rather than by its idiotype. See: Fons, U., et al., "From
Jenner to Jerne: towards idiotypic vaccines". Immunol. Rev. 90:93-113, 1986
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antigens with concentrations {y\, ..., yM) is described by the following system of
ordinary differential equations:

dxt(t)
dt

N M

i (t)Xj (t) -kx ]T
 mu Xi (t)xj (t) + Y mjixi (*)yj (0

/ = 1, ...,A0 (3)

The first term represents the stimulation of i-th paratope by the epitope of an
antibody of typey, the second term represents the suppression of antibody of type /
when its epitope is recognized by the paratope of type j , third term represents the
stimulation of i-th antibody by the antigens, and the last term models the tendency
of cells to die. The parameter c is a rate constant that depends on the number of
collisions per unit time and the rate of antibody production stimulated by a
collision. Constant k\ represents a possible inequality between stimulation and
suppression and constant k2 represents the rate of natural death. The model was
used by Bagley et al. [1] who studied another important concept of theoretical
immunology - plasticity in an immune network. By plasticity we understand the
process of removing and recruiting certain types of antibodies from/into the
network. This process enables the immune system to decide which idiotypic
determinants should be included/removed in/from the network without referring to
an explicit fitness function. Consequently, the network is flexible and is able to
modify its structure. Soon, it became obvious, [13], that the model is too simple to
describe emergence of a self-asserted structure which would be able to sustain
immune functions.

A prominent representative of the "B-model" was proposed in [9] and [10]. It was
assumed that B-cells (not antibodies) interact with antigens, and this interaction
determines the kinetics of the cell response. B-cells proliferate according to a log
bell-shaped response function / which depends on a single field, /z,(Odefined as in
equation (2). In a system consisting of N different clones of B-cells, their
concentrations, Xj(t), / = 1, ...,N, vary according to the equation:

dx ( O r

dt

where p is the rate of clone proliferation, and b is the rate at which new clones are
inserted into the system by the bone marrow. Here it is assumed that: (a) the
occurrence of any type of B-cell paratope is equiprobable, and (b) the parameter p
suffices to summarize the role of T-cells in proliferation of stimulated B-cells.

Varela and Coutinho proposed in [29] the "second generation immune network
model" in which both B-cells and antibodies are taken into account. Their model
reflects essential features of immune network and allows to study such significant
functions like: recognition, memory or tolerance. In this model free antibodies and
B-cells interact with each other through idiotypes. It is assumed that both a B-cell
and free antibodies produced by this cell have identical idiotypes. Following [27]
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the affinity m,7, used in eqn. (2), between i-th andy-th idiotype can take only two
values: " 1 " (indicating a threshold affinity between the corresponding idiotypes)
or "0" (lack of affinity). The matrix M = [m,y] is said to be the connectivity matrix.
Suppose there are N different idiotypes, and /• (resp. bj) stands for the
concentration of antibodies (resp. B-cells) with idiotype of type /. Then the
strength of influence of antibodies on i-th antibody is determined by the field G/ =
S/=i,.. jv mij'fj- The concentration of B-cells and free antibodies varies according to
the differential equations

^P -bi(t) (5a)P klarfi(t)k2
at

^ = -k4 - ^ ( 0 + ^5 • Prolfri) -bi(t) + k6 , i = 1, ..., N (5b)
at

where: k\ is the rate of neutralization of a given type of antibodies by other types
of antibodies, k2 is the rate of death of antibodies, /c3 is the rate of creation of
antibodies by B-cells, £4 is the rate of death of B-cells, k5 is the rate of B-cells
creation, and the term k6 represents the rate of production of B-cells by the bone
marrow, mat(-) and prol() - the counterparts of the activation function defined
in eqn. (1) - are bell-shaped functions describing how B-cells mature and
proliferate upon activation. In [6] these functions are modeled by the equations:

) = exp - v f " m / , prol^) = exp
ln(a f . / f i j

(6)

where sm, sp, |iw, and \ip are parameters3. This model was studied in depth in [6],
[3] and [21]. Particularly, it was verified that in the model described by (5a,b)
a large spectrum of long run behaviors can be observed obeying fixed point,
chaotic as well as periodic and states exist. Further, it was shown in [21] that
there are periodic states in which some B-cell type plays the role of switching
other types to be excited. The behavior exhibited by the system hardly
depends on the form of the connectivity matrix.

2.2.2 Discrete models

The first cellular automaton model - referred to as BSP model - was proposed by
De Boer, Segel and Perelson in [11]. Here each B-cell is characterized by a vector
r in ^-dimensional Euclidean space and two B-cells interact if they have
complementary shapes. It was assumed that the interaction between two B-cells
characterized by the idiotypes r,, and r; is proportional to the affinity m,y =/(r/, r;)
= exp[-dist(rh -r;)/c], where dist stands for the Euclidean distance, and c is a
scaling factor. Note that the interaction is maximal whenever the spatial

3 Precise values of these parameters and the parameters k\, ...,k6 can be found e.g. in [6]
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coordinates are equal and opposite, i.e. r, = -r ; . The authors observed that starting
from a nearly homogenous distribution of initial population of cells, the final
distribution was very inhomogeneous. Particularly, in 2-dimensional case
formation of circular clusters of small radius was observed.

To study this model in higher dimensions, Stauffer and Weisbuch proposed in [26]
a simplified version of the BSP model called BSPIII. They replaced Gaussian
distribution of interactions by nearest-neighbor interactions, and they assumed that
the B-cell concentrations /?, can take only three values representing the virgin (/?, =
0), suppressed (b, = 1) and immune (/?, = 2) states. With such simplifications, the
authors observed a transition from stable to chaotic regimes in higher (n > 3)
dimensions, but for lower dimensions (n < 3) the BSPIII model always evolved to
stable configurations.

Zorzenon dos Santos and Bernardes studied in [32] another version of BSPIII with
a simplified response function defined as f(h) > 0 if h e [Lo, Hi] and f(h) = 0
otherwise. The model is simulated on tt-dimensional hypercubic lattice with N =
Ln sites, in such a way that site i interacts with 2n + 1 sites centered at its mirror
image, i.e. when n - 2 the cell (x, y) interacts with its mirror image (x\ y') = (L-x,
L-y) and its four neighbors: (L-x±\, L-y) and {L-x, L-y±\). The field of i-th site is
computed as h{ - Z/eM/) fy, where N(j) stands for the (mirror) neighborhood of i-th
site. The concentration of i-th B-cell is updated according to the rule:

tf WW'Hii (7)
- l if hiWeiLo.Hi]

but no change is made if it would lead to &,-(*+1) = -1 or bfjt+l) = 3.

This model exhibits a transition from stable to chaotic regimes for n > 2,
depending on the activation threshold Lo and the width of the activation interval
{Hi - Lo). The shorter the activation interval the faster the system goes to the
chaotic behavior. Moreover, it was observed that the final results are sensitive to
the choice of the initial distribution of concentration of states. This distribution
was defined as follows: &/(0) = 0 with probability (1 - x), bj(O) = 1 with
probability Vz-x and fr,(0) = 2 with probability Vi-x.

Another variant of BSPIII was proposed by Bersini in [2]. Here antibodies are
randomly recruited to points on a two-dimensional lattice of size Lx L. Only one
new cell / is located randomly at each iteration at (xh yj). Denote /?,(0) > 0 its initial
concentration. Like in previous models, it is assumed that this cell exerts an
affinity in a zone Z(i, r) centered around its mirror image -/ with coordinates (x,,,
y~j) = (L - X(, L - )>,), where r is a pre-specified radius. Now, the field of such an
antibody is computed at iteration M-l as follows:

h&t+\) = Y,ba(t)^{r-dist(~ i9aj) (8)
aeZ(a,r)
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where ^(x) = 0 if x < 0 and ^(x) = x if x > 0, and dist(-,-) stands for a distance
between two cells. The concentration of the cell / evolves according to the
equation (7). A cell dies, and is removed from the system, if its concentration bj(t)
equals zero.

This model was carefully studied by Hart and Ross in [18]. Figure 1 shows two
exemplary cells distribution after 10,000 iterations. These authors observed a
number of empirical facts without their formal analysis:

(1) Tolerant and non-tolerant zones emerge that are not predetermined. A
cell placed at tolerant zone can live for a long time.

(2) The zones are unsymmetrical what follows from the random nature of the
system.

(3) The boundaries of zones are generally lines.
(4) The set of cells S that lie in the complementary region of any persistent

cell x lying on a zone-boundary occur only around boundaries of the
complementary region of x.

(5) The emergence of stable regions is dependent on the size of the
recognition radius.

Figure 1. Stable distribution of immune cells in a self-asserted system. Small
squares represent immune cells, circles - their regions of affinity. There are two
slightly different modes of activity: (a) a cell can belong to its own region of affinity
(left), and (b) self-stimulating cells are not allowed (right).

It seems that to explain these facts it is sufficient to note that the probability of
locating new cell in i-th site equals p = L'\ and probability of locating sufficient
number of cell in the affinity region Z(/, r) is governed by the binomial
distribution Fn(k) of obtaining k successes in n independent Bernoulli trials (the
probability of success in a single trial is just p). To stimulate a virgin, or just
introduced, cell /, k cells with rather high concentrations should be placed in the
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zone Z(i, r) in relatively short period proportional to r and inversely proportional
to the value /?,(0). This last requirements follows from the dynamics (7): non-
stimulated cell decreases its concentration by one at each iteration. Practically it
means that when e.g. &,(0) = 10 and r = 10, about 3 cells should be placed in Z(7, r)
within n = 6 subsequent iterations. Such a reasoning explains why sufficiently
high values of r, Z?,(0), and Lo are requested to initiate the process of stable
structure formation. Figure 2 illustrates different stages of such a process. Figure 3
shows that the number of cells stabilizes around a fixed value through iterations
while Figure 4 shows that the process itself admits a "free-scale" nature, the
probability that a cell will leave t iterations obeys the rule P(t) <>= tx, with T ~ 1.78.

• * . " • . * *

• ' • ' " ' . - ^ • . V " * . ' •

. . . - . , . • • • • ^ • : - . s - . • •

• . " / / • • - : " • . •
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••\..-..*••' :Z ..
Figure 2. Snapshots of the self-assertion simulations (from upper left to lower right):
after 1300, 1500, 2000 and 4000 iterations; the last structure is almost stable.
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Figure 3. Number of cells in subsequent Figure 4. Average number of cells
iterations. (rhombs) living through t iterations vs.

power law P(t) = <*= tx(crosses)

A deeper insight into the impact of graph theory and more particularly the scale-
free topology on immune network models can be found in [4], [5], and [28].

3 Some Hints for Designing Immune Algorithms

One of the earlier and successful applications of immune metaphors in machine
learning was performed by Hunt and Cook in [19]. These authors used the
idiotypic network theory mentioned in Sect. 2.1 and proposed a "generic"
algorithm for constructing IA for data analysis. To calculate the stimulation of
artificial cells they used a variant of equation (3). Since then, almost all authors
proposing new immune clustering algorithms, like AINE or RLAIS ([12], Sect.
4.6.2), SSAIS (described in [23]), or systems introduced in [30], [31], were
impressed by this idea.

Slightly different approach was used in aiNET system (consult [12] for details)
which is based on clonal selection theory and freely refers to "second generation"
immune systems idea introduced in [29].

The system analyzed by Gilbert and Routen in [17], and based on the "B-model",
proved to be unworkable in an actual application. Carter commented the effort of
these authors as follows ([7], p. 31): "Building systems that adhere closely to what
is known of natural immune systems with all their innate complexity, while
admirable, may in the long run prove to be less than ideal from a computational
standpoint". Instead he proposed his own, rather complicated, version of immune-
based pattern recognition system called " Immunos-81" .

Some, very general, framework for designing biologically inspired algorithms was
proposed in [12] as a three-stage procedure relying upon: (a) choosing appropriate
representation for the components of the system, (b) defining a set of mechanisms
to evaluate the interaction of individuals with the environment and each other, and
finally (c) defining procedures of adaptation that govern the dynamics of the
system. Stage (a) refers freely to the choice of appropriate "shape-space". We
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know however from [4] that this formalism may lead to misleading artifacts.
Hence the choice should be performed very carefully. Similarly, the material from
Section 2.2 shows that we have a large spectrum of models reproducing immune
behavior, not only a rather idealistic model [14]. Particularly, the discrete models
described briefly in Section 2.2.2 and studied intensively by statistical physicists
seem to very attractive for further investigations: they are simple from a
computational standpoint and they posses admit very complicated behavior.
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Abstract: In the paper, an evolutionary algorithm for global induction of decision
trees is presented. In contrast to greedy, top-down approaches it searches for the
whole tree at the moment. Specialised genetic operators are proposed which allow
modifying both tests used in the non-terminal nodes and structure of the tree. The
proposed approach was validated on both artificial and real-life datasets.
Experimental results show that the proposed algorithm is able to find competitive
classifiers in terms of accuracy and especially complexity.
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1 Introduction

Amount of information, which is gathered in business and scientific database
systems, is growing faster and faster. Efficient analysis of huge available data
becomes one of the most crucial problems in computer science. Knowledge
discovery in databases (KDD) is newly emerged discipline trying to cope with this
problem [9]. One of the most well known data mining techniques used in KDD
process is extraction of decision trees (DT). Many induction algorithms have been
proposed so far, e.g. CART [5] or C4.5 [16] (see [15] for exhausting
multidisciplinary review). The advantages of the DT-based approach include
among other things natural representation and ease of interpretation.

Finding the best decision tree is very difficult optimisation problem (NP-
complete) [10] and therefore most of the existing DT systems use heuristic
approach based on the top-down induction. Starting from the root node, which
contains all feature vectors from the learning set, an optimal split is searched. If
effective test is found input vectors from the considered node are divided among
newly created sub-nodes and for each one the procedure is recursively called.

1 This work was supported by the grant W/WI/1/02 from Bialystok Technical University
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Such a greedy search technique is fast and generally leads to acceptable results in
typical applications. In [14] effectiveness of the top-down induction was
investigated on artificial datasets with known optimal tree and near optimal
solution was found in most of the cases. However, it is evident that for certain
classification problems (e.g. classical "chessboard" problem [3]) top-down
approach fails and more sophisticated method should be applied.

In this paper, a global approach to decision tree induction is advocated. In contrast
to typical stepwise construction, in the proposed method the whole tree is searched
at the time. It means simultaneous search for an optimal structure of the tree and
for all tests in non-terminal nodes. As it could be expected, global tree
construction is far more complicated and computationally complex problem. As a
first step toward global induction limited look-ahead algorithms are proposed (e.g.
APDT [17] evaluates goodness of a split based also on the degree of linear
separability of sub-nodes). Another approach consists in a two-stage induction,
where a greedy algorithm is applied in the first stage and then the tree is refined to
be as close to optimal as possible (e.g. GTO [1] is an example of linear
programming based method for optimising trees with fixed structures). In [11]
Koza proposed adopting genetic programming (GP) methods for evolving LISP S-
expressions corresponding to decision trees. Another GP-based system for
induction of classification trees with limited oblique splits is presented in [4],

The proposed approach consists in developing a specialised evolutionary
algorithm for generation of decision tree classifiers. Evolutionary algorithms (EA)
are flexible optimisation techniques, which were inspired by the process of
biological evolution [13]. Their main advantage over greedy search methods is
their ability to avoid local optima. Several EA-based systems, which learn
decision trees in the top-down manner (e.g. BTGA [7], OC1-ES [6], DDT-EA
[12]), have been proposed so far. Generally, they applied evolutionary approach to
the test search, especially in the form of hyper-planes.

The rest of the paper is organised as follows. In the next section, the proposed
evolutionary algorithm for global induction of decision tree is presented in details.
Section 3 contains experimental validation of the approach on both artificial and
real-life classification problems. In the last section conclusions and possible
directions of the future work are presented.

2 Evolutionary Decision Tree Learning

The proposed evolutionary algorithm follows the general framework presented in
[13]. In this section, only application-specific issues are described: representation,
genetic operators and the fitness function.
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2.1 Representation, initialisation and termination condition

There are two the most common strategies of applying evolutionary approach to
solve optimisation problems. In the first approach, the candidate solutions are
encoded in the fixed-size (usually binary) chromosomes, which allow using
standard genetic operators: crossover and mutation. The second approach consists
in applying more sophisticated representations (e.g. variable-length) and
developing specialised genetic operators.

Decision trees are complicated tree structures, in which number of nodes, type of
the tests and even number of test outcomes are not known in advance. It is why
the second aforementioned approach is the most adequate, especially if the whole
tree is searched in one run of EA. In our system, decision trees are not especially
encoded in individuals and they are represented in their actual form.

Each test in non-terminal nodes concerns only one attribute. Depending on the
type of the feature used (nominal or continuous-valued) two test forms are
possible. In case of a nominal attribute each value is associated with one branch.
For a continuous-valued feature only typical inequality test with two outcomes is
allowed (attribute> <threshold,). It was shown [8] that for finding the maximum of
certain class of target functions it is sufficient to consider only so-called boundary
thresholds as potential splits. A boundary threshold for the given attribute is
defined as a midpoint between such a successive pair of examples in the sequence
sorted by the increasing value of the attribute, that one of the examples is positive
and the other is negative (Fig. 1). The above property also holds for our fitness
function.

•
-D-DO • • ! DH-CH1 . • .

• class A
• class B ^ boundary thresholds

Fig. 1. The notion of the boundary threshold for the given attribute.

Hence before starting the actual evolutionary algorithm, all boundary thresholds
for each continuous-valued attribute are calculated. It enables to significantly limit
the number of possible spits and focus the search process. As a result the
algorithm is faster and more robust.

Each individual in the initial population is generated as follows. The classical top-
down algorithm is applied, but tests are chosen in a dipolar way [12]. Among
feature vectors located in the considered node two objects from different classes
are randomly chosen. An effective test, which separates two objects into sub-trees,
is created randomly taking into account only attributes with different feature
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values. Recursive divisions are repeated until stopping conditions are met. Finally,
the resulting tree is post-pruned based on the fitness function.

The algorithm terminates if the fitness of the best individual in the population does
not improve during the fixed number of generations (default value is equal 1000),
which signalises, that the algorithm converged. Additionally the maximum
number of generations is specified, which allows limiting the computation time in
case of a very slow convergence (default value: 10000).

2.2 Genetic operators

Two specialised and complex genetic operators are proposed: CrossTrees and
MutateNode. The first one is an equivalent of the standard crossover operator. It
alters two chromosomes by exchanging certain parts of input trees. There are three
possible types of the exchange: two types of sub-trees exchange and exchange of
only tests. At the beginning, regardless of the type, one node in each tree is
randomly chosen. Then the type of exchange between trees is decided. In the
system implementing the presented EA, all variants of CrossTree operator are
equally probable. In the simplest situation, sub-trees starting from the chosen
nodes are substituted (Fig. 2a). This variant is analogous to the typical crossover
operator utilised in genetic programming. The second possibility consists in
exchanging tests, which are associated with the chosen nodes (Fig. 2b). This type
of the operator is only possible, when tests have the same number of outcomes.
The last variant of the CrossTree seems to be the most complicated. Branches (and
their sub-trees), which start from the chosen nodes are exchanged in random order
(Fig. 2c). It could be observed that the last possibility is somehow redundant,
because the same effect can be achieved by combining two (or more) exchanges
of the first type.

It should be noted that in all variants after application of the operator, locations of
input feature vectors in altered parts of the tree should be determined once again.
This can lead to such a situation, where there are nodes (or even sub-trees) without
any feature vectors from the learning set. As a result, empty parts of trees have to
be removed.

The second operator MutateNode is a mutation-like one and it is applied with the
given probability (default value: 0.05) to every single node of the tree. This
operator can cause a modification of the test or a change of the node structure. If a
non-terminal node is concerned it can be pruned to a leaf or its test can be altered.
When modifying the test the following four possibilities are equally probable:

a new threshold can be randomly chosen without changing the attribute
used in the test,

a completely new test is applied with another randomly chosen attribute
and threshold,
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the current sub-tree can be replaced by a sub-tree copied from the
neighbouring node (this does not apply to the root node),

the test can be exchanged with another test taken from randomly chosen
son-node (this does not apply to nodes with only leaves as sons).

If a leaf node containing feature vectors from different classes is concerned two
options are possible. The leaf can be replaced by:

a non-terminal node with a new randomly chosen test,

a sub-tree generated according to dipolar algorithm applied for
initialisation.

a)

Fig. 2. CrossTree operator: a) exchange of sub-trees, b) exchange of tests in the randomly
drawn nodes; the structure of sub-trees remains not changed, but input vectors can be

redirected, c) exchange of branches in random order.

As a selection mechanism the linear ranking selection [13] is applied.
Additionally, the chromosome with the highest value of the fitness function in the
iteration is copied to the next population (elitist strategy). i
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2.3 Fitness function

The simplest form of the target function, which can be optimised in classification
problems, concerns only the quality of reclassification. However, it is well known
fact that this can lead to overspecialisation of the classifier. Introducing a
complexity term allows mitigating the over-fitting problem. The fitness function,
which is maximised, has the following form:

Fitness = QRclass-a-S , (1)

where QRCIUSS is the classification quality estimated on the learning set, S is the size
of the tree (number of nodes) and a - is a relative importance of the complexity
term and a user supplied parameter. It seems rather obvious that there is no one
optimal value of a for all datasets and this parameter can be tuned for specific
problems.

3 Experimental results

In this section some preliminary experimental results are presented. First, a few
artificial datasets from so-called chessboard domain are analysed. It is well known
that such problems are difficult to solve for traditional, top-down decision tree
systems. In the second group of experiments, some real life datasets taken from
UCI Repository [2] are used to generate DT classifiers. Classification accuracy is
estimated by running 10 times either the complete ten-fold cross-validation or by
using a test set. Size of the classifier is given as a number of all nodes in the tree.
Our system (described as a GDT-EA in tables) is run with default parameters
mentioned earlier in the system description. The population size is set to 50. For
the purpose of the comparison, results obtained by one of the most popular
decision tree system - C4.5 (release 8, default parameters) [16] are also presented.

3.1 Artificial datasets

Two examples of chessboard training datasets are depicted in Figure 3. Decision
borders are defined analytically and both training and test sets were created by
using random number generator (number of feature vectors in each compartment
is equal 100).
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a)

Fig. 3. Examples of chessboard datasets: a) 2x2, b) 3x3.

In the global approach parameter a from the fitness function can be used for
finding appropriate balance between re-classification accuracy and generalisation
power related to the tree complexity. In the first experiments, it is verified how
GDT-EA is sensitive to the choice of a parameter (Figure 4). It can be observed
that for relatively broad range of values (0.01-0.001) optimal trees were found.
Further decrease of a parameter results in performance deterioration especially in
terms of tree simplicity. All subsequent experiments are run with aequal 0.0025.

-loe(alfa)

Fig. 4. Impact of a on classification quality and tree size (chessboard 3x3 dataset)

Results obtained by GEA-DT and by C4.5 are compared in Table 1. As it could be
expected, global induction of decision tree allowed outperforming one of the most
popular representatives of the top-down approach. It is especially visible for even
problems, where C4.5 is able to only find trees degenerated to root nodes. It is
worth to emphasise that decision trees proposed by GEA-DT were not only
optimal or almost optimal in terms of the classification quality but also they were
very compact.
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Data set

2x2

3x3
4x4

GEA-DT
Quality [%]
99.9 ±0.1
99.1 ±0.2

97.9 ±0.2

Size
7.0 ±0.0

17.0 ±0.0

31.0±0.0

C4.5
Quality [%]

50.0

98.6

50.0

Size
1.0

23.0

1.0

Tab. 1. Results obtained for chessboard datasets.

EA-based methods are sometimes criticised as being too slow to be applied for
really big datasets. In the last experiment, we try to verify how GDT-EA scales
with the growth of learning set size. For this purpose a series of datasets with
number of objects varying from 100 to 100000 corresponding to the chessboard
3x3 problem was prepared. In Figure 5 obtained results in terms of classification
accuracy and computation time are depicted (on log scale). It should be noticed
that even for the biggest dataset GDT-EA is able to find the optimal solution in
reasonable time (approximately 1.5h).

Fig. 5. Performance of GDT-EA with increasing dataset size (chessboard 3x3 domain).

3.2 Real datasets

Description of analysed real-life datasets is presented in Table 2 and results of
experiments are collected in Table 3.

Name

breast (bcw)
bupa
cmc

Number of
cases
683
345
1473

Number of
attributes

9
6
9

Number of
classes

2
2
3
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Name

iris
page-blocks
pima
vehicle
wine

Number of
cases
150

5473
768
846
178

Number of
attributes

4
10
7
18
13

Number of
classes

3
5
2
4
3

Tab. 2. Description of the real datasets.

It could be observed that results in terms of the classification quality obtained by
the proposed approach and C4.5 are at least comparable. In a few domains GEA-
DT performed better and in the others C4.5 was slightly more efficient. It could be
also noticed that evolutionary approach was more efficient in term of the size of
the classifier. Trees are significantly simpler and it is especially important in the
context of understandability of discovered knowledge.

Dataset

breast (bcw)

bupa

cmc

iris

page-blocks

pima

vehicle

wine

GEA-DT
Quality [%]
95.4 ±0.2

65.6 + 0.4
54.9±0.2

95.3 ±0.2

95.3 ±0.1

73.8 ±0.3

69.7 ±0.3

88.1 ±2.1

Size
7.7 ±0.1

21.5 ±0.2

10.7 ±0.2

8.2±0.1
8.2 ±0.2

7.4 ±0.2

29.6 ±0.5

9.8 ±0.4

C4.5
Quality [%]

94.9

64.7
52.2

94.7
97.0

74.6

72.3

85.0

Size
26.0

44.6

223.8

8.4

82.8

40.6

129.0

9.0

Tab. 3. Results obtained for real datasets.

4 Conclusion

In the paper global approach to induction of decision trees is presented.
Specialised evolutionary algorithm is proposed as an efficient search mechanism.
Experimental validation shows that the proposed method is able to find accurate
and very compact classifiers. Moreover, some improvement can still be obtained.

Several directions of future research exist. One of them could be more
sophisticated fitness function, especially in part dealing with complexity of the
classifier. We also plan to incorporate into the induction process variable
misclassification costs and feature's cost, which could be especially useful in
medical decision support. Another idea is an extension of the presented approach
to induction of oblique trees, where not only axis-parallel tests are applied to split
the data.
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Ships' domains as collision risk at sea in the
evolutionary method of trajectory planning

Roman Smierzchalski

Gdynia Maritime University; Morska str. 83; 81-225 Gdynia; Poland.

Abstract: The goal of this paper is to discuss the problem of avoiding collisions at
sea from the perspective of an evolutionary process and representation in this
problem the risk of collision. In an evolutionary method (EP/N Evolutionary
Planer Navigator System) of generating paths of the ship in partially-known
environments is presented. The evolutionary process which searches for a near-
optimum trajectory in a collision situation takes into account a time parameter
and the dynamic constraints, which treat to the risk of collision with meeting
strange ships. The ship domain as a risk of the collision - shapes and dimensions
of dynamic constrains depend on assumed safety conditions.

Keywords: ship control, evolutionary computation, modelling risk

1 Introducion
The biggest collision threat, manifesting itself, among other effects, by numerous
cases of ships taking the ground, is recorded in the areas of heavy navigation
traffic (harbour entrances, coastal zones, narrow sea passages: canals and straits).
These areas are also characterised by frequent restricted visibility. The way the
ships move there is partially controlled by formally introduced traffic separation
regions. However, the execution of other marine functions, such as ferry
transportation, coastal fishing, tourist services, and other activities connected with
the maintenance of the navigability of water lines, result in crossing the traffic
separation regions by certain craft. This creates additional collision threat.
According to some sources (Dove et al. [2]), 85 per cent of collisions and singings
result from human errors. Beside economical losses, accidents at sea may lead to
irreversible losses in the human environment. In order to reduce this threat to the
minimum, extensive works are widely carried out to develop a ship guidance
system, which would guide the ship safely in complex navigational areas. The ship
guidance systems were studied by Dove et al. [2]. In this work, the VTS system
was used for estimating a ship trajectory along given water lines in the harbour.
Burns [1] extended the problem by guiding a set of ships along a given route.
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Iijima et al. [7,8] and Witt et al. [23] worked out an autonomous ship guidance
system. Hayashi et al. [6] proposed a system for avoiding collision in coastal
zones in which the function of an electronic map was linked with the radar
operation in order to evaluate the ship's position and assess the navigational
situation. Sudhendar et al. [20] formulated a list of requirements an intelligent
guidance system was to comply with, and presented a review of the actual
activities in this area. The author of the present paper was engaged in problems of
guiding ships in collision situations. In a series of articles (Smierzchalski
[13,14,15]) this problem was formulated as a multi-criterion optimisation task.
Then, the problem was solved for static and moving constraints using the decision
making system. The attempt to estimate the safe trajectory using genetic
algorithms was presented by Furuhashi et al. [4]. Smierzchalski [16,17] applied in
his ship guidance system a new computer technique - evolutionary algorithms.
Basing on the concept of the E/PN (Evolutionary/Planner Navigator) guidance
system, presented by Michalewicz et al. [11,12], Lin et al. [10], Trojanowski et al.
[22] and Xiao et al. [24], a modified version of that system was prepared for
solving collision problems. The present paper is a continuation of author's earlier
works (Smierzchalski [16,17,18,19]). Comparing to them, an additional parameter,
the risk of the collision, was introduced to the system. The risk is modified for all
met strangers targets

2 Determination of the risk collision utilising
collision threat parameters area

The method of specifying CTPA (Collision Threat Parameters Area) was created
by A.Lenart [9]. In the conjugate system of co-ordinates of the position (X,Y) and
movement (Vx,Vy) (see Fig. 1 (a)) A.Lenart drew a relation,

The method of specifying CTPA was created by A.Lenart [9]. In the conjugate
system of co-ordinates of the position (X,Y) and movement (Vx,Vy) (see Fig. 1 (a))
A.Lenart drew a relation,

Y = AjX-Bjt (1)

where: A, = " ^ V jCPA , Bj=AjVxj-V,

in which Xj and Yj are the relative co-ordinates of j-th target and

D) =
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DjCPA - the distance value of the closest contact,

VXj, VYj - X and Y components of the velocity vector of the j-th target,

T - conjugate time (e.g. 12 minutes).

Equation 1 describes the locus of points for which DJCPA = const in the conjugate
system of co-ordinates of position (X,Y) and motion (Vx, Vy). On the other hand the
locus of points in the conjugate system of co-ordinates for which the time of
reaching the distance of the closest contact is constant (7}C/M = const) can be
determined on the basis of the circle equation (2):

1 jCPA 2T:,jCPA IT,jCPA

where the locus of points for the circle centre points lie on a straight line:

Y ~ x -(fvrVr. (3)
xj XJ

It is assumed that an target B} is dangerous, when at the moment of observation t,
assuming that DCPAj- =Db and TCPAj- ~Tb respectively we have:

DjCPA <Db and TjCPA <Tb (4)

where: the values Db of the safe distance and Tb - the time to reach that distance
are set by the system operator (at say Db =lNm, Tb =20 min).

Geometrically the above condition is satisfied when the end of the vector of own
ship A positioned at (Vx,Vy) in the conjugate system of co-ordinates of position
and motion is found outside of the CTPA danger area. In the calculation algorithm
the time of overtaking the manoeuvre of own ship and of targets was also
respected. A practical realisation of visualisation of the total CTPA area
determined for two targets with the proposal of the safe manoeuvre is pictured on
Fig. 2. One of the drawbacks of the method presented here is that although the
algorithm prescribes the manoeuvre leading out of the situation of collision
created at a given time, it doesn't however assume the possibility of the
appearance of new targets and does not state the moment of return of own ship to
its planned course.
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O j c p a = const =Ob

X' X

a)

0 j c p a = const =0,

D j cpa= c o n s t = D b

b)

F/g. 1: (a) A CTPA (Collision Threat Parameters Area) area display, (b) The
collision risk R

In order to evaluate the collision risk index (see Fig. 1 (b)) for one object the
author suggests that the ranges of Dj cpa and 7} cpa values should be reduced to the
real area of danger \Djcpa\ e (O, Db) and Tjcpa e (0, nTb) and n>l. To do this, the
collision risk index was defined using the collision threat area, CTPA.
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Fig. 2: The practical realisation ofCTPA area determined for two targets with
the proposal of the safe manoeuvre

In this area a number of non-linear functions are defined which give the maximum
closure distance and time values with relation to the assumed quantities of Db and
Tb. Such a form of the collision risk index takes into account the time-space
relation, which is highly non-linear in the vicinity of the critical values of D} cpa

and Tj cpa, for the situation of a collision danger at a given instant t. The collision
risk coefficient R (5) is depended on safe distance Db and time to safe distance Tb

defined by the following relationship (5), where: 1 >/? > 0, n > 1, a,b,c,d values
of regulate the risk coefficient.

min R = a[e

0

-0.1] [-
Tjcpa+C

-d] , Tjcpa<nTh (5)

for DJcpa > Dh, Tjcpa > nTh

3 Domain estimation for approaching moving
targets

A moving target representing a collision threat is configured as an area of danger,
moving with the speed and at the direction (course) identified by the ARPA
system. The most significant factors affecting the scale of the ship domain are the
following: (1) psychological, human factors, such as: naval experience of the
navigator, along with his intuition and knowledge on the navigation area, (2)
physical factors, characteristic of the type of the ship, referring to its dimensions,
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relative speed of other approached ships, (3) physical factors, common for all
ships in the area of concern, such as traffic level, hydro-meteorological conditions,
etc. Goodwin E.M. [5] presented the method for estimating the area of danger on
the basis of statistical data analysis. Following the maritime law regulations, the
area of the object occurrence was divided into three sectors defined by the actual
relative bearing to this object. Sector 1 is on the starboard side within the bearing
limits of 0° <6 <112,5°, sector 2 is on the port side within 247° < 0 < 360° and
the stern sector 3 is within 122,5° < 6 < 247,5°. The dimensions of the domains
were estimated on the basis of statistical data. A sample ship domain is shown in
Fig. 3a. A modified domain formula, which made its modelling easier, was
proposed by Davis P.V. et al [3] Fig. 3b. The author proposed to describe the area
of danger around the object using a hexagon, whose dimensions are to be chosen
experimentally.

Fig. 3: Domains of objects according to a) Goodwin, b) Davis c) present work

Its manoeuvres are chosen in such a way that the restricted areas surrounding the
targets and fixed obstacles are not intruded on at any time. In order to make the
own ship's manoeuvres match the regulations of IML, the following assumptions
were to be made when estimating the domain: (1) the area was of different
structure for good and for limited visibility, (2) for good visibility, the hexagon
dimensions on the port side of the target should be the largest, which in the case
of course crossing will make the manoeuvre of the own ship giving way be done
at a sufficient distance from the target, (3) this distance should be equal to or
greater than the distance at which the target is allowed to start manoeuvres
mentioned in Rule 17 a)ii). It was assumed (Fig. 4) in that the excessive approach
in Sectors H,I,J,A occurs at a distance smaller than Db , assumed here as equal to
2 nautical miles. In Sector B this distance is equal to 0,67 Dh, and in the remaining
sectors it is assumed the same as in Sector B. Points M, N were selected in such a
way as to be on line with the course 090°-270°, which corresponds to the ship's
beam. By decreasing the distance to the excessive approach in the sectors, a
hexagon-shaped domain was obtained which is dependent on actual value of Db.
assumed by the navigator. The disadvantage of this method is that Db assumed is
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valid for one ship only. In the case of restricted visibility the problem of
interpretation of Rule 17 is no longer valid. Rule 19 does not recognise ships with
the right of way. Types and distances of the preventing action depend only on
whether the target is behind the stern, in front of the bow, or on the ship beam.
This regulation also recognises a conception of an excessive approach to be
avoided. That means that in restricted visibility the domain should be determined
using the excessive approach distance curves. In front of the bow this distance
should equal at least 2 to 3 nautical miles at open sea, while in Cockroft diagram,
manoeuvres at a distance larger than 4 nautical miles are recommended. Here, the
crucial factor is the relative speed of the two ships approaching each other. When
one ship overtakes the other, or passes it from astern, the excessive approach
distance can be reduced to 2 Mm, and even less if relative speeds of the objects
are not large.

4 Concept of creating hexagonal domains as the risk
of collision

The assumed concept of hexagon-shaped domains around moving targets makes it
possible to take into account those objects as dynamic obstacles in the
evolutionary algorithm #EP/N++ used for estimating optimum safe trajectories.
The process of creating of a hexagon-shaped area of danger - risk of collision
around a given target is shown in Fig. 4(b). The lengths of the ship domain, in the
bow and stern directions - parameters determining the dimension of the domain in
the horizontal plane, in nautical miles (or meters), calculated from the centre of
the system in the bow direction (5) and (2), (4) as well as in the stern direction (6)
to its limiting value.

The appearance of a navigational constraint in the vicinity of the domain contour,
or at a distance ahead on the planned passing trajectory (which depends on the
navigator's experience) means the appearance of a navigational risk and its
increase resulting from the decreasing distance to the detected constraint. For the
ship on its course, the longitudinal dimension of the domain (its dynamical length)
LD can be evaluated using the formula [21]:

LD = d5 = L VU6 + 30V+ U (6)

where: L - ship length (here, the length L of the own ship is used instead of, an
unknown, length of the ship detected by the ARPA system),

V- ship speed, Vo> VREL=>V = Va V0<VREL^>V= VREL

Vo - own ship speed, VREL - relative speed of strange ship,

U - error in estimating ship location, determined with 95% probability, U
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= 2M = 0.1 Mm, M - standard quadratic error of the ship location.

:» Port

Starboard

a) b)

Fig. 4: (a) Hexagon-shaped ship domain, (b) Hexagon around moving target

The level of navigational risk related to the length of the ship domain, which can
be interpreted as the probability of collision with a navigational constraint in the
horizontal plane, is reflected, to some extent, by the widely used in ARPA systems
concept of TCPA (Time of Closest Point of Approach), i.e. the time left to the instant
when the closest point of approach, DCPA is reached. With decreasing ratio between
the distance from the detected navigational constraint and the ship domain length, the
time TQPA left for reaching DCPA (TCPA)> decreases as well, which means the increasing
risk of the navigational collision.

d2 = TCpA0 .V+U (7)

d4 = TCPAo V+U (8)

where: TCPAo - assumed value of TCPA

After the stern, on the other hand, it is sufficient for the distance parameter equal

d6=DbE or d6=Db/2 (9)

but not less than 0,5 Mm, where: E- relative speed to own speed ratio: VREL/VO

The widths of the ship domain, on the starboard or port sides - parameters
determining the dimension of the domain in the horizontal plane, in nautical miles
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(or meters), calculated from the centre of the system in the starboard (4) or port
side (5) directions of the ship to its limiting value. The equivalent of the width of
the ship domain is the commonly used concept of the minimum distance Dmjn

(PCPA), which determines (in ARPA systems, for instance) the minimum area around
the ship, which is to be kept clear by the navigator when passing another ship or a
fixed navigational constraint. For the ship on its course, the lateral dimension of the
domain (its dynamical width) BD can be evaluated using the formula [21]:

BD = d3 = B V0'44+U but d3 >DCPAO, (10)

where: B - ship width (here, the width B of the own ship is used instead of, an
unknown, width of the ship detected by the ARPA system), DCPA0 ~ assumed
value of DCPA ^ A>

The above width of the domain is valid for the starboard side. On the port side,
however, like after the stern:

dj = DCPAOE or dj = DQPAO^ » but no less than 0,5 Nm (11)

where: E - relative speed to own ship speed ratio: VREL IVO •

5 Exemplary planning of ship trajectory

The system of evolutionary planning of the ship trajectory was tested for the
numerous cases of passing fixed navigational constraints and moving targets. The
analysis of cases displays the need for the introduction of an additional parameter
to the evolutionary trajectory planning algorithm, namely the change of the own
ship's speed along particular trajectory sections and ships' domains (see: Fig. 5).
In practice, the speed was modified using an additional genetic operator: the speed
mutation. A set of permissible speed values was defined as V={3,6; 8,6; 13,6
knots} from which the mutation operator could take a speed at the trajectory
section of concern. Additionally, the total time of trajectory passing was added to
the function of the trajectory fitness, which took into consideration changes in the
own ship's speed. After this modernisation of the evolutionary process of the
trajectory search, a trajectory will be looked for which, besides meeting the
formerly set safety and economy conditions, will represent the shortest time
needed for covering the studied distance. For this version of the algorithm, the
example represents the moving targets sailing with opposite courses on the right
and left sides of the own ship - a ferry, constraints having the form of islands.
Here, the population consisted of 40 individuals (passage trajectories), and the
changes of trajectories in the population stopped being recorded after 1000
generations. The estimated trajectories secure the passage of the ferry behind the
stern of the targets on the left side. The ship's speed changed from one trajectory
section to another. Initially, the ship reduced its speed to pass targets on the left
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side, then, having sailed between the islands it increased the speed as it did not
produce unacceptable nearing to target on the right side.

Fig. 5: Trajectory evolution for the case of approaching moving targets in the
presence of static navigation constraints (population 40 trajectories).

6 Conclusions

The evolutionary system of ship trajectory planning makes it possible to steer the
ship in a well known environment both with static, and dynamic navigation
constraints, as well as to make adaptation corrections of the ship trajectory in
order to follow unforeseeable changes in the situation at sea. The evolutionary
method of determining the safe and optimum trajectory in the environment is a
new approach to the problem of avoiding collisions at sea. A number of
preliminary tests have made it possible to formulate the following conclusions:

• evolutionary algorithms can be effectively used for solving the problem of
planning ship trajectory in areas of extensive traffic, like harbour entrances,
coastal regions,
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• introduction of the own ship's speed as a changing parameter makes it possible
to solve the problem in a wider range. For particular trajectory sections, the
actual speed is evaluated with which the ship covers this section in order to pass
safely and economically all navigational constraints, both fixed and moving.
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1 Introduction

The most essential problem that may be encountered in the process of modelling
of a real multi-dimensional system is a lack of prior knowledge about the factors
determining its behaviour. Sometimes there are so many "experts" and so many
different ideas about significant factors influencing the analysed system that it is
extremely difficult to separate the most important ones.

One possibility of dealing with this problem is to apply in the modelling process a
rough sets theory. There are two main approaches which can be used, according to
this theory, in the inputs' significance analysis. Both are based on a comparison of
the approximation quality of different subsets of attributes (inputs), which is
calculated according to the following equation:

cardfos{X)_ (])
A cardU

where: card Pos(X) - cardinality of the positive regions of the concepts family X,
card U - cardinality of the universe.
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Approach I: First the approximation quality of the whole attributes' set is
calculated. Then the attributes are one by one eliminated from the set and the
quality of succeeding reduced subsets is estimated. Until both qualities (of the
whole and reduced subset of attributes) are approximately the same, the last
discarded attribute can be regarded as not important one.

Approach II: First the number of attributes which will be used for modelling of the
analysed system is assumed. Then the approximation quality for all subsets of
attributes consisted of chosen number of attributes is calculated. The subset of the
biggest approximation quality is chosen for the modelling process.

Naturally when a system is described by a large number of attributes and small
number of examples (what is the most common situation in the real world) only
the second approach can be used.

As it has been proved a lot of times, the rough sets theory is a very powerful tool
for modelling real systems of discrete attributes. For example it was successfully
applied for diagnosing diseases of urinary system [1] and for calculating costs of
hospital treatment [4]. However, not always attributes describing the analysed
system are the discrete ones. Sometimes they are continuous and the discretisation
process has to be accomplished before the application of the rough sets theory.
Since there are a lot of different discretisation methods of different characteristics,
the question is how to decide which one is the most suitable for a specific system?

Generally it is very difficult to give satisfactory answer for above question
because it is often impossible to chose one method suitable for the whole analysed
system. The reason for this is that different attributes describing the system can
have different characteristics what means the discretisation method should be
fitted individually to each of them.

2 Discretisation Process

There are a lot of different automatic methods used in the discretisation process. In
this article only three, most commonly used, will be described. First of them is
called "the equal sub-intervals method". According to this method the variation
interval of an analysed attribute has to be divided into some equal sub-intervals
(fig. la). This method is a good solution when the data are equally distributed in
the whole interval but it can give negative results in other case. Figure lb shows
an example of an attribute characterised by an irregular distribution. As it can be
observed, there are a lot of data in the first and last part of the interval and very
rare data in the middle. If this attribute's interval is divided in the same way as the
interval from the fig. la, then the middle sub-interval will contain very limited
number of data points (fig. lc). In most real systems intervals containing so little
data are unwelcome because they lead to creation of very weakly supported rules.
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Naturally, the inconvenience mentioned above can be easy eliminated by
expanding the middle sub-interval like in the fig. 2d. Of course, the discretisation
from the fig. 2d is not any more the example of the equal sub-intervals' method
but it should be regarded as an expert method.
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Fig. 1. The method of equal sub-intervals
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The second popular automatic discretisation method is the method of equal
number of data points. According to this method the whole variation interval of
the attribute is divided into required number of sub-intervals containing
approximately the same number of data points (fig. 2a). Mostly, this approach
allows to obtain sub-intervals better fitted to the characteristic of the attribute than
the method of equal sub-intervals. However sometimes, especially when it is
possible to find the clear clusters in the interval, it can result in an improper
discretisation. An example of mentioned situation is shown in the fig. 2. If the
discretisation of the attribute from the fig. 2b is based on the assumption of equal
data points in each sub-interval, the clusters existed in the data set will not be
separated from each other but the margin ones will be improperly split in the
middle (fig. 2c). Naturally the proper discretisation of this attribute should look
like in the fig. 2d.

The third popular automatic discretisation method is the method of average values.
The discretisation process carried out according to this method begins with
calculation of the arithmetic average of the data points contained in the attribute's
variation interval. This average defines the splitting point, which is used for
partitioning of the whole interval into two sub-intervals (fig. 3a). Next, the data
from the first and second sub-intervals are averaged and two next splitting points
are defined. These splitting points allow to divide the previous sub-intervals into
next two sub-intervals (fig. 3b). The process is continued until the required
number of sub-intervals is gained. Naturally, this method allows only for splitting
the whole interval into even number of sub-intervals.

Like the methods presented before, also the method of average values is not
suitable for each type of attributes. For example, the application of this method to
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the attribute shown in the fig. 2b, will split the clusters existed in the data set (fig.
3c), instead of placing each of them into separate sub-intervals (fig. 2d).
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3 Case study

The influence of the discretisation method on the rough sets' skills to determine
the most significant conditional attributes were analysed via a system of an
unemployment in Poland in years 1992-2001. The decision attribute was the value
of an unemployment rate and the conditional attributes were seven
macroeconomic factors chosen on the basis of economic literature (tab. 1). The
decision table contained 120 examples [5][6].
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Symbol

CA1
CA2
CA3
CA4

Name

corporate income
sold production of industry
dollar's rate of exchange
money supply

Symbol

CA5
CA6
CA7

Name

rate of rediscount
export
number of inhabitants

Tab. 1. Conditional attributes of the analysed system

Naturally, regarding the number of input variables and number of examples, the
second approach to determine inputs' significance (from these presented in the
section 1) had to be used. Hence, the task of the survey was set as follows: find
two attributes of the biggest importance for the analysed system.

Since all attributes describing the system had continuous characteristics, all of
them had to be discretised before the application of the rough sets theory. First the
discretisation process was carried out with use of the methods described shortly in
the section 2. The approximation quality of subsets containing different pairs of
attributes obtained after applying in the discretisation process different
discretisation methods is presented in the tab. 2. First column of the table contains
numbers of attributes and three next columns - the approximation quality gained
after applying succeeding methods: second column - the method of equal sub-
intervals, third column - the method of intervals of equal number of data points,
fourth column - the method of average values. The bold numbers inside the table
underline the subsets of attributes of the best approximation quality.

No.

1-2
1-3
1-4
1-5
1-6
1-7
2-3 •
2-4
2-5
2-6
2-7

Method 1

0.133
0.017
0.050
0.025
0.008
0.017
0.058
0.067
0.000
0.000
0.025

Method 2

0.008
0.008
0.017
0.017
0.108
0.017
0.017
0.008
0.067
0.017
0.183

Method 3

0.108
0.042
0.017
0.017
0.142
0.217
0.033
0.067
0.017
0.000
0.183

No,

3-4
3-5
3-6
3-7
4-5
4-6
4-7
5-6
5-7
6-7

Method 1

0.000
0.000
0.042
0.142
0.158
0.008
0.000
0.017
0.017
0.000

Method 2

0.000
0.017
0.025
0.017
0.050
0.067
0.150
0.133
0.117
0.200

Method 3

0.042
0.017
0.108
0.183
0.117
0.150
0.200
0.000
0.183
0.183

Tab. 2. The approximation quality of subsets containing different pairs of attributes

As it can be noticed (tab. 2), completely different pairs of attributes were pointed
as the most important ones after applying different discretisation methods:

• method of equal sub-intervals: money supply and rate of rediscount,
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• method of equal number of data points in sub-intervals: export and number of
inhabitants,

• method of average values - corporate income and number of inhabitants.

At this stage of the analysis very important question appeared. How to decide
which of three chosen subsets of attributes really contained the most significant
attributes? In other words: which of these three methods was the most suitable for
the examined system?

Naturally, the attributes' subsets chosen after application of different discretisation
methods could not be compared on the basis of the approximation quality. The
reason for this is that the approximation quality is not the absolute measure but is
closely related to the values contained in the discretised decision table, which is
naturally completely different in each case. Therefore, another method had to be
used to compare the results obtained after the application of different
discretisation methods.

In order to deal with this task, a set of neural models (10 models per each pair of
attributes) was constructed. The parameters of neural networks used in the
modelling process were as follows [2][3] (fig. 4):

• flow of signals: one-way;

• architecture of connections between layers: all to all;

• hidden layers: 1 hidden layer with 5 sigmoid neurons;

• output layer: 1 linear neuron;

• training method: backpropagation algorithm with momentum and changing
learning rates;

• length of the training process - 20.000 epochs;

• testing method: 16-cross-fold validation.

The models' performance was compared on the basis of the mean absolute error:

(2)

where: yi - real outputs, y. - modelled outputs, n - number of data points.

After the training process one model per each pair of attributes (non-overfitted and
characterised by the smallest mean absolute error) was chosen to the further
analysis. The errors of the chosen models are presented in the tab. 3. This table
shows that the most precise model was created when the method of sub-intervals
of equal number of data points was applied in the discretisation process. Its error
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was equal to 5.15%. The models created on the basis of two other discretisation
methods were less precise: 5.70% (the method of average values) and 8.25% (the
method of equal sub-intervals).

Fig. 4. A scheme of a neural network used in the modelling process

No.

1-2
1-3
1-4
1-5
1-6
1-7

Error [%]

14.11
13.51
5.78

12.79
11.35
5.70

No.

2-3
2-4
2-5
2-6
2-7

Error [%]

17.71
7.28

15.91
13.86
8.45

No.

3-4
3-5
3-6
3-7
4-5

Error [%]

6.55
14.65
12.10
8.69
8.25

No.

4-6
4-7
5-6
5-7
6-7

Error [%]

7.13
2.90

11.20
8.25
5.15

Tab. 3. The absolute errors of neural models built on the base of all pairs of attributes

The application of the discretisation method of sub-intervals of equal number of
data points allowed to gain better results than the application of the other methods.
However, as it can be observed in the tab. 3, the chosen subset of attributes was
not the best one. There is another pair of attributes in the tab. 3 which allowed to
construct almost twice better fitted model than the pair chosen after application of
the method mentioned above. Hence the question is: is it really reasonable to use
rough set theory for determining inputs' significance in the systems of non-
discrete attributes? As it will be shown below, the answer is affirmative but only
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under one condition - each continuous attribute describing the analysed system
has to be discretised separately according to its own characteristic. That means the
discretisation process has to be carried out with the expert method.

The expert method which was used to discretise the attributes of the analysed
system is based on placing the splitting lines in the discontinuous areas of the
attribute's variation interval or in areas in which the slope of the data chain
changes rapidly. The reason for such approach is that the discontinuous areas
point to the borders of clusters existing in the data set and the slopes' changes
point the areas of more (rapid areas) and less (flat areas) density. Naturally, in case
of attributes which have no characteristic areas, the discretisation process can be
carried out with one of the methods described in the section 2. In such case it is
often of no importance which method will be used because lack of discontinuities
and inflexions means that the data are equally distributed in the whole data range.

The results of the application of the expert method to discretisation of attributes
describing the analysed system are shown in the fig. 5.

Fig. 5. The attributes discretisation with the expert method; CA - conditional attribute
(numbers like in the tab. 1); DC - decision attribute
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After discretisation of the attributes of the analysed system, once again the
approximation quality for each subset of attributes was calculated (tab. 4). As it
can be noticed the application of the expert method in the discretisation process
allowed to choose the real most important attributes for the analysed system, i.e.
the attributes money supply and number of inhabitants.

No.

1-2
1-3
1-4
1-5
1-6
1-7

Approximation
quality
0.100
0.042
0.017
0.100
0.133
0.192

No.

2-3
2-4
2-5
2-6
2-7
3-4

Approximation
quality
0.000
0.017
0.017
0.000
0.200
0.042

No.

3-5
3-6
3-7
4-5
4-6
4-7

Approximation
quality
0.017
0.033
0.175
0.117
0.158
0.208

No.

5-6
5-7
6-7

Approximation
quality
0.067
0.108
0.058

Tab. 4. The approximation quality of the subsets containing different pairs of attributes
(discretisation with the expert method)

4 Conclusion
The rough sets theory can be successfully applied in the process of determining
inputs' significance not only in discrete but also in continuous systems. Naturally,
before it will be applied in the system described by continuous attributes, all of
them have to be discretised.

In the real world it is very difficult to find systems which attributes behave in a
similar way. Normally, each attribute has its own characteristic what causes it
cannot be treated in the same way as the other ones. Hence, very important is to
remember that the discretisation process should not be carried out with the
automatic discretisation methods. Instead of this, each continuous attribute has to
be discretised separately, after careful analysis, according to its own characteristic.
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1 Introduction

There is no fixed cycle in asynchronous processors. All interactions between
components are synchronised by handshaking. The state of processor is altered
after each interaction. Usually trace driven simulators, in which simulation time
depends on the length of benchmark, are used for performance evaluation of
processors [1], [2]. The simulations have to be performed for each configuration
of the processor and for each benchmark. In this method the trace of benchmark is
analysed one time only. Simulation time is independent of length of the trace.
Except performance evaluation, the stochastic method gives additional
information about interactions between components of a processor. Researchers
usually take into account an input cycle of the asynchronous processor [3], [4]. It
describes average behaviour of the processor during execution of a program.
There are also other important performance parameters like e.g. occupation of
components. In order to get performance parameters we use a Semi-Markov
process [5], which describes behaviour of asynchronous processor. For this
process, steady state distribution is calculated and then performance parameter is
obtained. Stochastic performance evaluation for synchronous processors is
presented in [6].
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2 Model of asynchronous processor

2.1 General Model

A general model of asynchronous processors consists of components whose work
is synchronized by handshaking. We can consider both, superscalar and
superpipeline microarchitecture (see Fig. 1). Presented pipeline includes n stages.
Each stage consists of m components. It is assumed, that pipeline of length n can
be split into p new pipelines (see Fig.2). . Each of p pipelines has length np.

n=l n=2 n=3 n=N

m=l

m=2

m=3

m=4

Fig. 1. The model of superpipelined and superscalar processor
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Fig.2. The model of superpipelined and superscalar processor with many
execution pipes
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Stages rii-nn represent first stages of processor (e.g. instruction fetch, instruction
decode, etc.). Each of p pipelines represents functional unit of the processor (e.g.
integer unit, floating point unit etc.). In-order execution of instructions is assumed.

Instruction, after completion in current stage, is sent to the next stage as soon as
possible (i.e. when next stage is idle). In order to perform stochastic simulations
we need to analyse particular model of the processor and create related Semi-
Markov process (see [7], [8]).

2.2 Detailed Model

Detailed model depends on the delays connected with each component. The model
presented in this paper is different from the one described in [7], [8]. We drop the
idea of execution phases related directly to input cycle of the processor and use
clocks connected with each component. When instruction enters into component,
appropriate clock is set up. Setup value kj max is equal to delay of component.
Clock related to given component is counted down to zero during execution of an
instruction. When clocks reaches zero, instruction can move to a next component
(if next one is idle), or is blocked (if next one is busy). The model presented here
is more flexible than in [7], and very useful in case of calculation performance
parameter other than input cycle.

The state of the model is represented by set of variables:

where

- x, are connected with components of the processor and describe their idle or busy
states. Variable Xj takes value 1 when there is an instruction in corresponding
component and value 0 when the component is empty

- ki represent execution phase of instruction in Xj and is described by related clock;
ki max means delay of components

- yj describe type of instruction in Xj

- Sj describe dependency distance of instruction in xx from previous instruction (i.e.
instruction in other components being ahead of pipeline); e.g. 0 means instruction
is dependent on previous instruction, 1 instruction is dependent on second
previous instruction (see [6])

The state of the model, which is defined above, allows the designer to look at the
changes that occur in asynchronous processor. Processor move from one state to
another when any instruction in the processor moves from one component to
another one.
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Number of variables Xj and kj in the detailed model may vary, when the model
with other number of components is considered. When delays connected with the
components are different, then values of kj are different as well. In every case we
need to create separate Semi-Markov process.

3 Creation of Semi-Markov process

An analysis of the instruction trace can be done independently from the model of
the processor (see [6], [7], [8]). The sequences of instructions are counted and
sequence probabilities are calculated. Based on the processor model and
instruction sequence a Semi-Markov process is constructed. This process
describes behaviour of asynchronous processor. Next steady state probabilities are
calculated and sojourn time for each state is estimated.

Calculation of the performance parameters consists of two parts:

• The matrices P and S, which define Semi-Markov process (see [5]), are
created (P is probability matrix for Embedded Markov Chain and S
describe sojourn time probabilities of the process).

• Based on steady state distributions the performance parameters for
asynchronous processor are calculated:

o Particular states related to given performance parameter are
identified (e.g. states in which occur blocking of fetch
component).

o Probability of these states is calculated

o Performance parameters are calculated

For example, when we have sojourn time of every state and steady state
distribution of Semi-Markov process, then we can calculate average cycle of the
asynchronous processor.

4 Case study

A simple model of asynchronous processor is considered in this paragraph. There
are four components which represent Instruction Fetch (IF), Instruction Decoder
(ID), Functional Unit X (FU_X - execute instructions of type X) and Functional
Unit Y (FU_Y execute instructions of type Y) (see [7], [8]). The component IF
represents fetch stage and ID describes decode stage of the processor. Functional
unit X (Y) corresponds to execution stages for instruction X (Y).
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A configuration of the processor is:

m=l, n=2, p=2, ninax=l, n2max=l

d(IF) = 3 unit of time d(ID) = 2 unit of time,

d(FU_X) = 5 unit of timed d(FU_Y) = 8 unit of time

where d() means delay of a component

4.1 Definition of the state in the considered model

The state of the model for given delays is represented by variables:

Xj , X2, X3, X4, Kj, K2, K3, K4

where:

- xi, x2 are connected with fetch and decode of the processor. They can take value:

• x - when there is an instruction of type x

• y -when there is an instruction of type y

• 0 - when there is no instruction in component.

In order to reduce state space, we combined (for fetch and decode) the type of
instruction represented by variable y\ with occupation of components represented
by xj in one variable Xj.

- x3, x4 are connected with FU_X and FU_Y respectively. They can take value 1
when there is an instruction in corresponding component and value 0 when the
component is empty.

- kj represent execution phase in Xj describe by related clock; kj max means delay of
components

Presented model is very simple but useful in explanation of the main idea. Much
more complicated models can be constructed, as well.

For these delays the detailed model of asynchronous processor will be created.
Different delay of components can introduce blocking or starving (see [7]) in
interactions between them. In our example first two components (IF and ID) can
suffer from blocking and instruction decoder ID can suffer from starving. The
delays presented above were chosen in order to show non-trivial relation between
components of the processor. In Tab.l, an example of the instruction trace is
presented. We assume that asynchronous processor computes this trace in an
infinite loop (i.e. after instruction i2i comes instruction i0, see Fig.3.).

In Tab.2 several cycles together with related states of the processor are presented.
First column includes states that correspond to model of the processor in [7].
Second column includes states of the processor for model discussed in this paper.
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In next eight columns variables, that describe state of the processor, are presented.
In last column sojourn time of the state is given.

instruction no.

instruction type

instruction no

instruction type

io

Y

in

X

ii

y

112

X

h

y

113

X

>3

X

114

X
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y

115

y
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X

116

y

y

hi

y

17

X

Ms

X

18

y

119

X

19

X

120

X

Mo

Y

h\

X

Tab. 1. Example of instruction trace
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0
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1
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2
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1

1

k4

0

0

8

7

5

8

8

6
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5

2

1

2

5

8

2
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Tab.2. The states of processor in first cycles

In Fig.3 there are four charts (IF, ID, FU_X, FU_Y) which present instruction
flow in components of the processor. There is time scale at the bottom of the
picture. Above it, two periods are presented. Variable c0 and ci represent number
connected to sojourn time in state in old model ([7], [8]), and in current model
respectively. The instructions computed in components are shown as rectangles
with instruction number; e.g. i3 means the third instruction. Each rectangle denotes
execution period of the instruction in a component. We have to be careful, because
the rectangle does not mean the occupation of the component by the instruction.
For example rectangle i3 in the chart IF shows only the execution of instruction i3

in fetch (execution last 3 units of time). Later this instruction stays in fetch for
next 2 units due to blocking of fetch by instruction decoder. Blocking is expressed
by B and starving by S. An input cycle is defined as a period between the start of
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execution of two consecutive instructions in fetch. A length of every input cycle
can be different and is determined by timing relation between components.

B 1 i, B

ID

B
FU X

FU Y

I ISl i, B

B

B

cn=0 c.=l
-f—f-

Cl=5

0 2 4 6 8 10 12 14 16 18 20 22 24t

Fig.3. Instruction computed by asynchronous processor

Identification of states and instruction sequences related to them is similar to
identification described in [8].

The model presented here does not work with input cycle directly. Instead, we
have periods Cj (see Fig.3), which represent duration of states.

At the beginning of period ci=0 we have:

- instruction i0 enters fetch

- instruction \2\ enters decode

- instruction i2o enters functional unit X

- no instruction in functional unit Y

->xj=y, ki=klmax=3

->x2=x, k2=k2max=2

->x3=l, k3=k3max=5

-> x4=0, k4=0

Execution in instruction decoder is completed (after 2 units of time), but the
instruction is blocked because functional unit X is still busy (instruction ij). After
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5 units of time execution of the instruction i2o is completed and processor goes to
next state.

At the beginning of the period Ci=l we have:

- instruction ii enters fetch -> xi=y, ki=kimax=3

- instruction i0 enters decode -> x2=y, k2=k2max=2

- instruction \2\ enters functional unit X -> x3=l, k3=k3max=5

- no instruction in functional unit Y -> x4=0, k4=0

Execution in instruction decoder is completed after 2 units of time. Then
instruction moves to next component and processor enters new state.

At the beginning of the period Ci=2 we have:

- instruction i\ is executed in fetch -> Xi=y, kj=l

- no instruction in decode -> x2=0, k2=0

- instruction i2] is executed in functional unit X-> x3=l, k3=3

- instruction i0 enters functional unit Y -> x4=y, k4= k4max=8

Execution in instruction fetch is completed (after 1 unit of time), and instruction
moves to next component. Processor enters next state.

At the beginning of the period Cj=3 we have:

- instruction i2 enters fetch -> xj=y, ki=k]max=3

- instruction ij enters decode -> x2=y, k2=k2max=2

- instruction i2J is executed in functional unit X -> x3=l, k3=2

- instruction i0 is executed in functional unit Y -> x4=l, k4=7

Execution of instruction in functional unit X is completed (after 2 units of time)
and processor goes to new state.

Matrix P for Embedded Markov chain is created according to method described in
[7]. In next step steady state distribution TC for this chain is calculated. Then long
time behavior probability cp for Semi-Markov chain can be computed according to
equation (1) (see also [5]).

(pj - long time behavior probability of Semi-Markov chain

7Cj - steady state probability of Embedded Markov chain
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Tj - average sojourn time in state j

In Tab. 3 long time behavior probability distribution of Semi-Markov process is
presented (for considered model and for given instruction trace).

q>o

0,0983

95

0,15573

<PlO

0,0786

0,0393

q>6

0,0393

CPU

0,0779

O2

0,0196

O7

0,0196

<Pl2

0,0389

0,0393

98

0,0786

Cpl3

0,1558

q>4

0,0983

99

0,0196

<Pl4

0,0389

Tab.3 Long time behavior probability distribution of Semi- Markov process

5 Conclusions

The stochastic simulation method has a small relative error comparing with trace-
based simulation (see results in Tab.4 and Tab.5). Therefore we can use the first
method in performance evaluation of asynchronous processors. Presented method
is independent from the length of a trace. It is an important advantage, because
trace-based simulation can last many hours or even several days. We are able to
identify the state of an asynchronous processor based on limited sequence of
instructions. An additional advantage of this method is an analysis of interactions
between components of the asynchronous processor. The main goal of this paper
was the explanation of the method. Therefore the presented example was very
simple. However we are able to create and analyze more complicated models. We
can avoid state space explosion problem by using partitioned Markov chains [6].
The processor model presented in this paper is more suitable for stochastic
simulation than demonstrated in [7], [8].

Benchmark

Trace (from this paper)

Average input cycle time (in units of time)

Trace simulation

4.6363

Stochastic simulation

4.6385

Tab.4. Results of trace and stochastic simulation
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IF blocking
- stochastic
simulation

ID blocking
- trace

simulation

ID blocking
- stochastic
simulation

ID blocking
- trace

simulation

Blocking b in units of time

b=l unit

0,09755

0,09803

0,0389

0,03921

b=2units

0,07862

0,07843

0,1172

0,11764

b=3 units

0

0

0,11793

0,11764

b=4 units

0,07864

0,07843

0

0

b=5 units

0,09831

0,09803

0,0983

0,09803

b=6 units

0

0

0,11797

0,11764

Tab.5. Probability of finding component blocked during execution of the trace
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Abstract: In this article a methodology of queuing systems simulation models
development is presented. A proper definition of simulation experiment
specifications is difficult due to variety of conceptual models (ontologies) used to
formulate a preliminary assumptions of a task. The proposed methodology is
based on modeling using analytical methods and next, thanks to mapping
principals, on translating notions from analytical model to simulation one.

Keywords: queuing systems, simulation, modeling, conceptual model, ontology, taxonomy,
fundamental and procedural knowledge

1 Introduction

High accessibility and variety of simulation software gives wide capabilities of
modeling and simulation of real phenomenons from different domains
(telecommunication, production processes, logistics etc.). This software is
invaluable tool for designing, optimisation, planning etc. The development of a
simulation model requires a preliminary specification and a description of a
problem from a specific domain. These assumptions highly depend on a problem
domain and are described by its characteristic notions and notations. The problem
description often has incoherent structure and very often, it is a simple verbal
description.

High notions diversity and weak exactness of preliminary assumptions of a task
create serious problems on the stage of modeling. The main issue is to correctly
translate notions of a given domain to the notions and functions of specific
simulation software, i.e. to a set of notions of some procedural knowledge.

Simulation packages often contains a templates library of models from different
domains, however these models are usually highly simplified, unsatisfactorily
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flexible and they are generally delimited to the most frequent cases. On the other
hand, simulation software supports very well whole classes of problems from
certain subject of the mathematics, i.e. some fundamental (theoretical) knowledge,
which has a specific structure and taxonomy. In this case, there usually exists an
official conceptual model, mathematical engine and a notation, which allows
describing of a problem very precisely (for example Kendall Notation for Queuing
Systems). Thus, assumptions prepared using notions from widely known
mathematical engine and its notation are much easier to translate to a set of
notions used by certain simulation environment then a direct translating from
imprecise notions of a domain (Figure 1). It corresponds with the transition from a
set of notions of some fundamental knowledge to a set of notions of some
procedural knowledge [ 1 ].

Problem domain

Set of notions of
the domain

Mathematical engine

Official notation

Simulation software

Set of notions and
functions of the

simulation software

Fig. 1. Phases of the formulation of simulation experiment assumptions

Finding suitable mathematical engine, the most adequate one to describe an
analyzed problem, is possible thanks to taxonomy of the mathematics. Strict
hierarchy of all subjects of the mathematics helps to find a suitable mathematical
engine. A good example of the taxonomic classification of the mathematics is
2000 Mathematics Subject Classification (MSC2000) [2].

In the modeling and simulation process two main phases can be distinguished: 1)
the development of the simulation model structure, 2) the creation of a mechanism
which aids the identification and storing of developed models. It is obvious that
the first phase is the most significant, but the second one, organized for example
as a repository, is also very important, considering the need of future models
utilization. Such repository is the basis of an intelligent system, which can
automate research in the field of creating assumptions of simulation experiment.
Realization of such repository requires adequate soft- and hardware as well as
highly skilled staff.

In this article the process of simulation experiment assumptions development is
presented for the class of problems, which can be modeled using queuing systems
theory and simulation software ARENA from Rockwell Software Inc.
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2 Structure of the simulation model

Simulation model assumptions are expressed in notions, which are characteristic
for a given simulation package. These notions create a description language used
to formulate requirements of a simulation experiment. However, the preparation of
these requirements would be impossible without prior assumptions of the task
from a given domain. These assumptions are hard to translate to a language (set of
notions) of simulation software. Therefore, in simulation modeling an
intermediate analytical model is often used, because it is much easier to simulate it
using chosen simulation package.

The detailed structure of the simulation model is presented in Figure 2.

Problem's
domain

Mathematical
engine

Assumptions
of the task

Criterion
specification

Criterion
analysis

Analitycal
modeling

Simulation
package

Mathematical
model

Parameters of the
mathematical model

Simulation model
assumptions

Fig. 2. Structure of the simulation model

Specification of the criterion of the model research is very important stage in the
process of preparing the simulation model. When the criterion is specified it is
necessary to carry out its precise analysis in order to examine its character
(continuous or discrete), to find significant parameters etc. A task with a correctly
analyzed criterion can be modeled using suitable mathematical engine and
formulated as a criterion function. Analytical model prepared in this way, can then
be easily transformed into simulation model using mapping principles. The
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mapping is carried out by finding direct equivalents of notions from two different
conceptual models, where the first one represents some fundamental knowledge
and the second one some procedural knowledge. An example of mapping of
notions of Kendall Notation (notation used to describe queuing systems) into the
environment of the simulation package ARENA.

3 Mapping on the example of Kendall Notation and
simulation package ARENA

Kendall Notation is one of the most frequently used notations to describe queuing
systems. It enables characterizing the system very precisely, its internal structure
and parameters of input and output streams [3, 4].

Taxonomic hierarchy of notions classified by Kendall Notation is depicted in
Figure 3.

QeuingSystem

by KendalMotation

I The kind of an input I The size of an arming I
I Process I I population _ J

I I I I
rtarkovian Erlang Deterministic General finite

I I I I I I I I
Markovian Erlang Deterministic General FCFS LCFS Priority Random

System
I Structure

1 aTirSom^ I I **»« I

Waiting Blocking Mxed I Layout of servers I F
systems Systems systems I I | _

Fig. 3. Conceptual model of queuing systems according to Kendall Notation

ARENA from Rockwell Software Inc. is the flow oriented simulation
package, designed to simulate stochastic processes. The package was developed
on the basis of language SIMAN. ARENA thanks to many predefined modules,
designed to build models from different domains, is suitable to simulate queuing
systems. Simulation of this class of systems is obtained by certain settings of the
ARENA modules. Names of the ARENA functions differ significantly from
notions of the Kendall Notation. Therefore, it is necessary to detect direct
equivalents of notions from two different conceptual models.

The hierarchic tree of ARENA functions used to simulate queuing
systems is presented in figure 4.
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EXPO NORM ERLA

EXPO NOPM ERLA . . . . Values Values

Fig. 4. Conceptual model of the ARENA functions used to simulate queuing systems

3.1 Mapping of notions related to the input stream of the
queuing system

The direct equivalent of the input stream in the environment of ARENA is its
module Create. By setting its parameters it is possible to model almost every
configuration of the input stream, which can be expressed using Kendall Notation.
All equivalents of the input stream notions are presented in Figure 5.

Kendall Notation ARENA

The kind of an input

Deterministic Ertang Markovian General infinite finite

Fig. 5. Mapping of notions related to the input stream of the queuing system



448

3.2 Mapping of notions related to the queuing system's
structure

Responsible for the queuing system's structure is ARENA module Process. It can
easily simulate multi-channel queuing system with parallel servers and unlimited
queue, i.e. Waiting System in the conceptual model of Kendal Notation. Blocking
Systems (systems without a queue) and Mixed Systems (with limited queue) are
impossible to direct simulation using Process module. In order to simulate these
types of systems it is necessary to use additional modules which set certain
boundaries on a queue. Impossible to direct modeling are also systems with serial
layout of servers, in this case the problem can be solved by serial connection of
several Process modules.

Kendall Notation

Fig. 6. Mapping of notions related to the queuing system's structure

3.3 Mapping of notions related to the output stream of the
queuing system

Parameters of the output stream are set, similarly as in case of system's structure,
in Process module of ARENA package. The mapping principles for the output
stream are shown in Figure 7.
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Kendall Notation

Deterministic Markovlan Ertang General FCFS LCFS Priority Random I

Fig. 7. Mapping of notions related to the output stream of the queuing system

4 Algorithm of the simulation model's development

The algorithm of the simulation model's development was prepared on the basis
of the simulation model's structure presented in Section 2 of this article (see
Figure 2). Basing on the problem definition and the queuing systems mathematical
engine it is necessary to specify the most significant unit of the model, i.e. an
elementary event on the input of the system. Additionally, all parameters of a
stream of these events should be determined, its average intensity and the
character of the inter-arrival time (stochastic or deterministic). If the input stream
is stochastic it is necessary to find the probability density function of the inter-
arrival times. On the input of the queuing system different events can occur and
they can be classified into several classes. Occurrences of events of one class form
one input stream, thus, it is important to determine parameters of every input
stream of the queuing system.

Process of the elementary event definition is crucial to the model of the queuing
system. Therefore, this process should be repeated many times in order to exactly
analyze the given problem. It is possible that a problem, which seems to be
solvable using queuing systems theory, after a detailed analysis prove to be
impossible to model in this way. This process can be illustrated on the example of
the office secretary. Her work consists of several kinds of jobs. These jobs flow in
random time intervals and their execution last also a random time. Therefore, the
work of a secretary seems to be possible to model as an open queuing system.
After detailed examination of her duties it proves, that defying an elementary
event (being a job to be done) and its stream is very difficult. The work of a
secretary has a very uneven character. She does many kinds of jobs, sometimes
very unconventional, for example: helping her principal in preparing documents,
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answering the phone calls, making the appointments, serving the clients, preparing
the documents for the accountancy and sometimes, even preparing small meals for
office employees. Some of these jobs can have higher priority and must be done
immediately, some of them can be delayed. Taking all this facts into consideration
it turns out that better tool to model this type of work is the Gant Chart.

On the above-mentioned example, it was justified that verification of the
elementary event definition is necessary in order to develop a correct queuing
system model.

The good example of a system, which can by modeled using queuing system
theory, is a cashier in the bank. In the simplest case, such person does only two
types of jobs. The cashier makes payments and withdrawals of the cash for the
arriving customers. Thus, it is easy to distinguish two streams of events: the
stream of payments and the stream of withdrawals. This gives a simple queuing
system, with one server, two classes of jobs and limited input queue.

When the verification process is finished and the definition of the elementary
event is correct, then, it is necessary to formulate the assumptions of the
simulation experiment. These assumptions are defined using the notions and
functions of ARENA. The transformation from the mathematical into the
simulation model is carried out according to mapping principles presented in
Section 3.

The algorithm of the simulation model development is shown in Figure 8.
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Specification of the average
intensity of the input stream

Specification of the probability
density function of the inter-

arrival times

TAK X Do the event and its "
v parameters needs a y

redefinition?

Definition of the queuing
system structure

Definition of the simulation
experiment assumptions

Simulation model

Fig. 8. Algorithm of the simulation model's development

To sum up, the algorithm of the simulation model's development proceeds in the
following stages:
1. Specification of the assumptions of the task from the given domain.
2. Definition of the elementary event and parameters of the stream of these

events.
3. Cyclic redefinition of the elementary event. This process is finished if there is

a certainty that the problem can be solved by modeling it as a queuing system.
4. Specification of the queuing system structure.
5. Preparation of the simulation model in the ARENA environment.
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5 Conclusion

The methodology of elaboration of the simulation model in the ARENA
environment was presented in this article. This methodology particularly focuses
on the subject of modeling the queuing systems. The proposed algorithm of
queuing system elaboration is based on the simulation model structure (Section 2),
which includes several different conceptual models. It creates the necessity to find
the direct equivalents of notions from different conceptual models. The notions
mapping principals was described in Section 3 of this article. Thanks to this
principals it is possible to easily transform an analytical model, prepared using
queuing systems theory and Kendall Notations, into a simulation model in the
environment of the simulation package ARENA.
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Abstract:
In the Jeep Problem, the goal is to maximize the distance the jeep can penetrate
into the desert using a given quantity of fuel. The jeep must not take all the fuel
from the base at once. The jeep is allowed to go forward, unload some fuel, and
then return to its base using the fuel remaining in its tank. At the base, it may
refuel and set out again. When it reaches the fuel it has stored previously, it may
use it to fill up its tank. This paper describes an attempt of solving this problem
(finding the best strategy for the jeep) with a genetic algorithm. Experiments with
both binary and real-coded GAs were performed.

Keywords: The jeep problem, optimization, genetic algorithm

1 Introduction

A jeep on a desert is given a certain quantity of fuel, be it n containers with 1
unit of fuel each. The consumption of fuel is 1 to 1, i.e. 1 unit of fuel per
1 unit of distance. The goal of the jeep is to maximize the distance D n it
can penetrate into the desert obeying rules as follows. The jeep can fill its tank
with up to 1 unit of fuel at a time and must not take any extra fuel with it.
The jeep is allowed to go forward, unload some fuel, and then return to its
base using the fuel remaining in its tank. At the base, it may refuel and set out
again. When it reaches the fuel it has stored previously, it may use it to fill up
its tank. Sometimes this problem is also called the exploration problem [6], [1].

Intuitively, one might guess that the jeep needs to make several preparatory
runs first and set up several fueling points along the way, so that they may be
used later. To achieve the best result, one must find the optimal distribution of
such points plus the optimal quantities of fuel to leave at each point.
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Fig. 1. Jeep with n containers of fuel on the desert.

The correct solution to the problem is as follows. For the very smallest case of
n = 0, the jeep is not able to set out and the Do = 0. For n = 1, the jeep
fills its tank with the single unit available and covers Di = 1 unit of distance.
For n = 2: the jeep travels the way of | , leaves there ^ of a unit of fuel,
comes back to the base to refuel with the second unit, then again it travels the
way of | , fills up the tank with \ left there before, and finally covers 1
more unit ending the journey at position of D2 = \ . Can the reader himself
find now the solution for n = 3? How should the optimal journey for n = 3
proceed?

The right recursion for D n is

Do = 0;

D n = D n _ ! + - r,
In — I

f o r n > 0 . (1)

The reasoning behind this recursion is that, when having found the solution to the
problem for the case of n — 1 containers — i.e. knowing the optimal
distribution of fueling points and quantities of fuel at those points, this
solution can be used to find the solution for the greater case of n. What
the jeep needs to do is simply to place! additional fueling point before all
others, so that it can be now regarded as the new base. Then the jeep sets up
the rest of fueling points, as if it was doing it for the case of n — 1.
Therefore, the remaining points will be shifted further, relatively to the new
point, but distances among them will be preserved as in the solution for n - 1.
One should notice now that the new base needs to be crossed by the jeep
2(n — 2) + 1 times (when traveling forth and back to fetch each of n — 2
containers from the original base; plus one more time when going forth on the
final run using the last container). Because of this, the amount of fuel the jeep
must leave at this new point is exactly equal to (2(n — 2) + 1) / (2(n - 2) + 3).
And the distance for the new point is therefore 1 / (2(n — 2) + 3) = 1 / (2n — 1),
so that the jeep is able to get there, leave fuel, and return from there. Now, this
explains the recursion (1). Please see also figure 2 where results for n = 2 and
n = 3 are illustrated symbolically.
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Let us now obtain the concise formula for D n by rewriting it the following way:
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. 1 1 1
3 5 2 n - 1

1 4-
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2 ni
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1
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1
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+

r

2 H

1
2n

1
2

1
4

1
2n

(2)

As one can see, the solution of the Jeep Problem "has something to do with" a
special sum called the harmonic number, Hn = 2Ik=i k- The solutions for
successive n are 0,1, | , ff, j^f > |f|,...

In a more general case not constrained to a natural n, when being given
u + a as the quantity of fuel (with 0 < a < 1), the solution is

D - a i v ]

a • • • • - - • • ' • • » ' t forn>0> ( 3 )

2n-f 1 2

where y is Euler-Mascheroni constant1 and \|;o (z) the polygamma function2.

The \ [•] term is another way of producing the value of H2n — j^-n, [6].

This paper describes an attempt of solving the Jeep Problem by means of a
genetic algorithm. The author was trying to answer two main questions: 1. can a
genetic algorithm find the best strategy for the jeep? — which can be understood
roughly as finding the correct sequence of actions; 2. can a genetic algorithm find
the optimal quantities going with the best strategy? — i.e. finding the right

1 The Euler-Mascheroni constant is defined by the following series
y =limn->oo (Lk=i i — lnnj =limn-4oo (Hn —Inn)
y-0.577215664901532860606512090082402431042.... It is not known if this
constant is irrational, let alone transcendental [5].

2 Polygamma function is given by the (n+ 1)st derivative of the logarithm of
the gamma function V (z), \K (z) = d

d
zn+i ^n r (z) . Whereas P [z] is the

extension of the factorial to complex and real
arguments, r (z) = j£° \z~] e~l dt. See [7].
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optimal values of distances to travel forth and back, and the optimal quantities
of fuel to load or unload.

The author executed experiments with both binary and real-coded GAs. Details of
genetic operations as well as results are described in the paper.

2 Representation of the jeep strategy - chromosome
coding

In the Jeep Problem the strategy can be thought of as the sequence of actions,
which describe the behavior of the jeep throughout the whole journey.

A single action in the strategy could be represented by the following pair (type of
action, value., where the type of action is one of: —> (go forth), f- (go back), T
(take fuel), I (leave fuel); whereas the value denotes the length of travel or the
quantity of fuel. Figure 2 shows the phenotypic representation of exemplary
chromosomes, being actually the solutions for n = 2 and n = 3.

strategy for n

strategy for n = 3:

Fig. 2. Phenotypic representation of chromosomes. The optimal solutions for
n = 2 and n = 3.

In binary-coded chromosomes the bits related to types of actions were interlacing
with bits related to values. The length of the former was always fixed to 2 bits,
whereas for the latter the length was chosen depending on the sizenof the
problem. The greater the length dedicated to the value part, the greater the
granularity of moving or fueling the jeep can make. Keeping in mind the
harmonic number as being related to the solution, one notices that for n = 2
it is enough to use 2 bits for the value, which gives possible values:
3 > 3 ) 3 ) 3 ' F u r t n e r on, for n = 3, one can do with 4 bits3, with possible

values T]3>T5'il)>fk = 5> "H? > • • • > i f • Figu r e 5 illustrates the binary-coding of
chromosomes.

= 2: ((T j ) , (^,$),( i4) , (^.J)JT,i) , ( -». i ) , (T, i ) . ( -Ojy

((T. i), (-». ^), a, t ) . (•-, ^). IT. i) , (-». ^>, (T, ^). <-*, i ) , a, i ) . <*-. i ) .

Actually, 4 would also be the next possible bit length for the value part, in case of
n = 2.
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As regards the real-coded chromosomes, their form is quite straightforward and
corresponds strictly to the phenotypic representation, see figure 5. Genes for
type of action and value interlace one after another. The type of action can be
one of: {0,1,2,3,4}, whereas the value can be an arbitrary real number from
[0;1] interval.

For real-coded chromosomes it was necessary to introduce a small tolerance term
e when executing the journey of an artificial jeep. This was to allow the
jeep to take fuel (f action) from a certain neighborhood around its current
position5 X k , i.e. from the range (xi< — £,*]< + e). Obviously, this is not needed
for the binary version, which makes the jeep travel only to discrete positions.

binary-coded chromosome: ( 0,0,1,1,1,0,1,0,0,1,0,1,1,0,0,1,0,1,0,0,1,1,0,1,

0,1,0,0,0,1,1,1,0,1,0,0,1,0,0,0,1,1,1,0,0,1,0,0^

corresponding strategy: ((->, H) , (T, £ ) , (T, £ ) , (_,, i | ) , (,__, ^ ) , (^ ^ ) , (T) ^ ) , (T>,

Fig. 4. Exemplary binary-coded chromosome representing a jeep strategy. Bits in
bold represent the types of actions: 0 ,0 — g0 forth; 0 ,1 — go back; 1> 0 — take
fuel; 1> 1 — leave fuel. In the example, 4 bits were applied for each value part of

j_
an action, providing the granularity of 1 5 .

real-coded chromosome: f 0,0.233,1,0.958,3,0.192,2,0.55,3,0.01,0,0.78883,1,0.5,2,0.119

corresponding strategy: ((->, 0.233), (<-, 0.958), (1,0.192), (T.0.55), (1,0.01), {-^,0.78883),

Fig. 5. Exemplary real-coded chromosome representing a jeep strategy. Genes in
bold represent the types of actions: 0 — go forth; 1 — go back; 2

— take fuel; 3 — leave fuel.

How long should the chromosomes be, depending on the size n of the
problem? Let's just consider here the length of the best strategy in steps,
denoting it by S n . Basing on this value the necessary chromosome length can
be uniquely determined. Right is the following recursion

4 Obviously, this depends on particular implementation of floating point numbers. The
author was using the double precision floating point numbers from Java
programming language, i.e. the standad 64-bit IEEE 754.

is the index of current step.
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+ 2 ( n - l ) + 2 ( n - 2 ) ) for n > 0. (4)

Comparing the strategy length Sn to Sn_i, the jeep needs: 4 additional steps to
place the new fueling point — this will be the very first steps T, —>, J,, f-; plus 2
additional steps to tank and arrive at the new fueling point on the way from the
original base (this will happen for all n — 1 remaining containers) — f, —>; plus
2 additional steps tank and to come back from the new fueling point on the way
back to the base (this will happen for n — 2 containers). Solving the recursion
(4) one gets
Sn = Sn-i+4 + 2 ( n - 1 ) + 2 ( n - 2 ) = S n - 1 + 4 n - 2

= Sn_2 + 4(u - 1) - 2 + 4n - 2

-2n = 2n2. (5)

This means that for the Jeep Problem of size n, one must have chromosomes
representing the strategies of length not shorter than 2n2.

Having found Sn, it is possible to assess the size of the search space the GA
will tackle. E.g. for the first interesting case of n = 2, when using the
binary-coded GA the cardinality of the search space is

# Q = ( # { - > , f - , T , | } ) 8 ' ( # { ( 0 , 0 ) ) ( 0 J ) ) ( 1 ) 0 ) ) ( 1 J ) } ) 8 = : 4
8 4 8 = 4294967296, (6)

provided that 2 bits were allocated for the value part of every step. For the case of
n = 3 and with 4 bits per value one gets

- 4181618 - 3,2451855365842672678315602057626e + 32, (7)

which is a huge number — a huge space to search through.

As regards the real-coded GA the cardinality of search space is theoretically
continuum6. Writing down the content of such an exemplary space for n = 2 it
would be

In the pure case it would be true. However, in computer implementation although very
large, nevertheless it is not continuum, but discrete — keeping in mind the precision
of floating-point numbers.
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n = {->,«-,?,!}* KM)8. (8)

3 Crossover, mutation, fitness function, penalty
terms

For the crossover operation, two-point crossover was applied. Two-point
crossover is often recommended as having reduced susceptibility to so called:
"positional bias", "hitchhikers", "endpoint effect" [4, pp. 171-173] and proving
most effective in typical GAs [3, 2].

In binary-coded chromosomes the slight simplification was applied, such that the
randomized crossing points could have occurred everywhere but inside type of
action bit string. Figures 6 illustrate the version of two-point crossover that
was applied respectively to binary-coded GAs.

p a r e n t 1: [ 1 0 , 0 , 1 1 , 1 , 1 , 0 J l , O , b , 1 , 0 , 1 J l , O , b , 1 , 0 , i J o , O , 1 , 1 ,

parent 2: [ 11,0, |0,1,0,

offspring 1: ( [0 ,0 , |i , 1 , 1 ,

0,1

1.1

M J I , 1,0,

offspring 2: f 11,0,|0,1,0, Oj 1,0, |0,1,0,1 ,| 1,0, |0,1,0,1 ,| 0,0, |i, 1, 1,1

Fig. 6. Illustration of two-point crossover applied to the binary-coded GA for the
Jeep Problem. Type of action parts were for simplification not breakable by

crossover, which is illustrated by frames around them.

As regards the mutation operation, in the binary-coded GA it was a usual flip-flop
on a bit picked up at random. In the real-coded GA, the mutation was of
greater importance (mainly to the value genes) and was done according to the
following equation7

for 0 < s < 0.5;

, for 0.5 < s < 1,

This refers only to the value genes. The type of action genes, were simply flip-flopped,
since they are discrete.
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where Aj denotes the so far value of the gene under mutation selected at random
location j , Aj is the new value after mutation, s is the random number of
uniform distribution taken from [0; 1) interval, I and u are respectively lower
and upper bound of possible interval for a gene, and finally gCurrent stands for the
index of current GA generation, gmax stands for the maximum value of such
index, while (3 is a heuristic exponent, usually chosen to be 2, which shapes
how the generation factor (1 — gCUrrent/gmax) narrows the mutation
neighborhood around Aj as the evolution progresses8. This equation provides
with aggressive exploration early in the evolution and concentrated
sharpened exploitation in later stages [2].

In experiments, three probabilities were used: Pmutation PtypeOfActionMutation

PvaiueMutation. Therefore, setting those to e.g. Pmutation = 0.3,

PtypeOfActionMutation = 0 . 1 , PvaiueMutation = 0.7 can be understood so that around

30% of the whole population is selected to undergo mutation, then, from within
those 30% around 10% of genes representing the type of action gets mutated and
around 70% of genes representing the value gets mutated.

The selection operation was fitness proportionate, i.e. typical roulette wheel
selection was applied. It could be also possible to use the rank selection
operation, which is often recommended for keeping good population diversity
in early stages and preventing from the premature convergence on local op-
tima. However, the similar effect was achieved by the mutation formula (9)9.

The fitness function was

2n2

f = — , (10)
K - T - CO

where X2n2 is the final position of jeep after the last step, the term
2 2

Hk=2lx^ ~ Xk-11 calculates the total distance the jeep has traveled throughout
its "lifetime", and K, T, CU represent exponential penalty terms (their meaning
will be explained later).

The additional payment term — the total distance of the jeep journey, can be
equally regarded as the quantity of fuel the jeep has consumed in its lifetime. In
other words, being a lazy jeep did not pay.

8 If |3 = 1, the narrowing term (1 - gCUrrent/gmax)p would be linear.
n

In some experiments also the mutation probabilities themselves were being extinguished

along with the evolution progress using the(l — gcurrent/gmax)P factor.
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The penalty terms were exponential with positive arguments starting from 0, so
that when a certain jeep did nothing wrong then his penalty was equal to 1.
Otherwise, the penalty term increased fast punishing jeep severely. The
meaning of each penalty term was as follows, K was the penalty for the
number of actions in the strategy the effective value of which was 0, e.g. if the
jeep tried to make a traveling action but its tank was empty, or if the jeep tried
to load some fuel, but there was no fuel available at its position, T was the
penalty for going to negative positions (behind the base), cu was the penalty
necessary only in case of real-coded GA, and it punished the jeeps that in many
steps were traveling very short distances — distances within the range of
tolerance e. Without cu it was quite interesting to discover that some jeeps in the
population had developed a kind of cheating strategy consisting of many short
moves, which allowed them to avoid penalty K. For example if £ = 0.02 the
starting sequence (—>, 0.019), (|, 1.0) would make the second action successful,
since the fuel containers at the base are still accessible within the £ tolerance.

4 Building blocks

Several first experiments with GA showed that the populations contained too
many chromosomes with not the right interlace of moving {—->,<—} and
fueling actions {T>|}. Much computation time was lost because of this, and
it took many generations in the evolution to eliminate such chromosomes.
E.g. in the chromosome the sequence (T>0.3) > (T>0.5) could be just as well
replaced with (T,0.8).

Because of this flaw, the author decided to introduce larger building blocks.
One may notice that the optimal strategy can always be built from such three
blocks:
• take fuel and go forth — (T, some value), (—>, some value),

• leave fuel and go back — (i, some value), (<—, some value),

• take fuel and go back — (T, some value), ((—, some value).

From now on, the chromosomes in the initial population were randomized but
according to the three allowed building blocks. Also the crossover and
mutation operations were adjusted to respect these building blocks.
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Results

The tables 1 and 2 below illustrate the selected results obtained in
experiments10. Two cases for n = 2 and n = 3 were mainly tested. These
are rather small cases, but large enough to reveal the pattern for the correct
best strategy to the person using the GA. Also in the sense of search space
size, one could actually tell these are already very large cases, see section 2.

Columns third and forth give information about two main questions: 1. can a
genetic algorithm find the best strategy for the jeep? 2. can a genetic algorithm
find the optimal quantities going with the best strategy? In some experiments,
the answers to these questions were 'no1, 'yes' respectively. This means that
the algorithm was unable to find the best strategy by itself, and only after
presetting the right strategy in the chromosomes by a human, the algorithm
was able to find the optimal quantities — the value parts of the strategy.

Column generations executed contains the number of generations, after which
the solution was found and the GA run was stopped.

In the tables: pc means Pcrossover, Pm means Pmutation,
PtypeOf Action Mutation* Pvm means PvalueMutation

Ptoam means

no.
1
2
3
4
5
6
7
8
9
10

GA
type

b
b
b
b
b
b
r
r
r
r

was the
best strategy

found?
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes

were the
optimal values

found?
yes
yes
yes
yes
yes
yes
yes
yes
yes
yes

population
size
100
100
50
50

1000
1000
1000
1000
1000
1000

generations
executed

17
32
75
112
914
1467
385
201
57
511

Pc
0.8
0.8
0.9
0.8
0.8
0.8
0.9
0.9
0.9
0.9

p

0.2
0.2
0.1
0.3
0.2
0.1
0.9
0.9
0.9
0.9

Ptoam

0.1
0.2
0.2
0.1
0.1
0.1
0.3
0.3
0.3
0.3

p

0.3
0.3
0.8
0.4
0.3
0.3
0.9
0.9
0.9
0.9

bits per
value

2
2
2
2
4
4
-
-
-

£

-

-

-

-

-

-

0.02
0.02
0.02
0.01

Tab. 1. Selected exemplary results for n = 2.

,0.9822869)53596993), (->,0.29268535330365747), (1,0.41205049883815476),

- , 0.270454336928769), (T, 0.9861033127550701) , ( -> , 0.3042090189791012),

(7,0.4103484363055104), ( *, 0.9971616413711467))

The tables contain only selected runs of GAs, but they can be treated by the reader as
the representative ones.
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Fig. 8. Example of solution (effective strategy) found by a real-coded GA for
n = 2. In this example the final position of jeep was 1.3236016767251364.

no.

1
2
3
4
5
6

GA
type

b
b
b
r
r
r

was the
best strategy

found?

yes
yes
yes
no
no
no

were the
optimal values

found?

yes
yes
yes
yes
yes
yes

population
size

2000
2000
2000
5000
5000
5000

generations
executed

1512
946
2002
685
401
884

Pc
0.9
0.9
0.9
0.9
0.9
0.9

Pm
0.3
0.5
0.6
0.3
0.5
0.6

Ptoam

0.1
0.1
0.1
0.3
0.3
0.3

Pvm

0.3
0.3
0.3
0.9
0.9
0.9

bits per
value

4
4
4
-

-

e

-
-
-

0.01
0.02
0.02

Tab. 2. Selected exemplary results for n = 3.

6 Conclusions

Although the Jeep Problem might seem like a purely mathematical riddle,
such pure riddles often prove to be very good in testing the applicability of
certain methods or tools, like for example genetic algorithms. The results
obtained by the author were partially satisfactory and partially disappointing.

Satisfactory, in the sense that for the problem size of n — 2 (two containers of
fuel) both binary and real-coded GAs did well and were finding the solutions
(see table 1). Disappointing, in the sense that already for the problem size of
n = 3, it became very difficult to find the solution. It required very high
computational load — large population sizes and great number of generations
(iterations). Eventually, for n = 3 the discrete binary-coded GAs managed to
find both the right sequence of actions and the optimal values going with those
actions. The real-coded GAs succeeded only in that second aspect, i.e. in order
to find the optimal values, the right sequence of actions had to be preset for
the GA, otherwise it failed (see table 2).

Further cases — for n — 4,5 , . . . were not even tested, because they imply
strategy lengths of respectively S4 = 32, S5 = 50, and so on. Corresponding
search space size are too huge.

Such half-satisfactory, half-disappointing results may be partially explained by the
fact that the set of correct solutions is only a tiny fraction of the large search
space (like a "needle in the hay"). In the effect, it is practically impossible for
the GA to evolve generations that would contain partially good solutions. The
whole chromosome must be either correct or very close to correct, or else the jeep
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determined by the chromosome will make a journey of little sense, e.g. by
getting stuck in the middle of sequence of actions.

The better explanation however, it seems to the author, is that this very problem
is of sophisticated recursive nature. Attempting to solve such problem with a
typical GA, may be not a good approach. Probably, one would require rather to
build some kind of recursion mechanism into the GA itself. This would mean to
make the GA solve small cases first and then to combine smaller solutions into
larger ones — a kind of "messy genetic algorithms", but in somewhat more
recursive sense. This would probably also require introducing special crossover
and mutation operations, or actually other new types of operations, e.g. an
operation executing a kind of "scale and spread" of a smaller solution onto a
larger one. This would mean the ability to generalize would be inside such a
recursive GA itself. Whereas in the standard GA like in research hereby, it is
unfortunately up to human to generalize the pattern, knowing merely that
Di = 1, D 2 = 1 + | and D 3 = 1 -f 1 + 1. Further results for 71 = 4 , 5 , . . . ,
were beyond reasonable computation load and were not discovered.
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1 Main aim of researches

An exclusion of subjectivism in evaluation is not only connected with elimination
of descriptions, i.e. non-deterministic elements, but also with minimization of the
subjective influence in determination of weights or priorities. The artificial
intelligence tools offer the possibilities of a greater objectivity of evaluation and
classification of the studied object.

2 Assumptions about object characteristics
modelling

One of the basic assumptions is changing in time the quantity of parameters taken
into consideration in the choice of evaluation and qualification procedures. The
use of fuzzy sets to illustrate this situation gives the clear picture which reflects
the dynamism of changes (Figure 1).
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.,,<^'

Acceptance side " Y ' ^-y— Rejection side

Meaning of positive feature Meaning of negative feature X

Figure 1. A fuzzy model of evaluation of the object operation taking into account a chosen
or changing in time set of negative and positive features

The object advantages are placed on the left side and its disadvantages on the right
side of the maximum of the belonging function. This maximum means only the
object existence fact, while the slopes treat files: acceptance (the left slope) and
rejection (the right slope). This can be presented by means of the following
notation:

Q = {ZI, Z2,..., Zn:Wl, W2 , . . . . , Wm) (1)

The sequence layout of the positive (Z) and negative (W) features has only an
importance in the context of dynamic characteristic investigations. The dynamic
aspects will be presented as the change of degree of acceptance or rejection taking
successive (addition or removal) advantages and disadvantages into consideration.

The semantic parameters, the essences of which are presented in Figure 2, can

easily be written by means of the symbolic notation.

AFLU(-Zi)

•*^-U

-Zi ^W^

+ Wm+1

Wfn+1 X

A Xav

Figure 2. The correction influence of the advantages and disadvantages files on the
belonging function shape, and the same on the inference element position (Xavg) [5,6], AF
- belonging function increase, Lkj , Pmj - the left and right slope of the belonging function

after the first correction of the advantages and disadvantages files, k, m - the numbers of

advantages and disadvantages respectively for which the increase of the function F is

defined
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The table below can illustrate the picture of dynamic changes in the object
evaluation:

Increments of the belonging function

AFLM AFL2,, . . . * . . . AFLn,,;AFPlflAFP2iI...AFPin,1AFPm+1,I

AFLU AFL2i2

AFLl r AFL2,r .

Correction
No.

1

2

r

Change
ofX

A X m r

The belonging function increments should be closely connected with real
economic effects (qualitative etc.) AELj (AEPj). The full economic effect can be
estimated as:

(3)
i=\ 7=1

where AELj and AEPj are the economic effects obtained taking into account
successive positive and negative characteristics.

3 Selection of weights of positive and negative
characteristics using neural structure

The use of neural structures for the realization of weights selection of
characteristics has a number of specific advantages, even such as a lack of the
necessity of economic effects estimation for all possible combinations of positive
and negative characteristics.

In the general case of Hebb's model [9] a neuron can be presented in the following
way:
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Wm wwm

Figure 3. Neural structure.

According to Hebb's rule [9] it can be written:

AWZi = 7]Ziy , AWWi = r/Wty ,

where 7] is the learning coefficient.

(4)

In learning with "teacher" the output signal value y is replaced with the learning
pattern d:

AWZi = r/Zid , AWWi = r/Wid,

Applying Oja's modification [9] it can be written:

(5)

AWZi = VfyiZi - yWZi) C(6)

AWWi = 7jy(Wi - yWWi) ^

The weight estimation model will be treated as the black box with the inputs (Zl,
Z2, , Zn, Wl , W2 , ..., Wm } and the output y.

The data from each set are passed on the inputs and output (see Figure 4), and next
the weight correction is performed by several iterations (for weight stabilization),
and finally the whole process moves on to the next datasets.
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W

Figure 4. A model of the presynaptic weight estimator

The input number corresponding to the presence of positive and negative features
should be planned with the reserve in relation to their actual number:

n = n + reserve n, m = m + reserve m (7)

These reserves can be estimated by means of prognostic methods that
take into account a dynamism of the size increase of disadvantages and advantages
in previous periods [9].

4 Evaluation algorithm of operation and state of the
object

In general, the procedure of object evaluation includes the following stages:
- aggregation of object features with the division into advantages and

disadvantages,
- specification and sequencing according to subjective criteria (e.g. ethical),
- estimation of weights with use of objective coefficients (e.g. financial),
- construction of a fuzzy model of the object evaluation,

classification with use of centre of gravity coordinates (see Figure 2),
- determination of detailed parameters of the object evaluation.

The object evaluation can be currently conducted as the object features are
increasing or decreasing. The dynamic changes in the features specification
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require every time the realization of all procedure stages from the beginning. The
model scheme for the object evaluation is presented in Figure 5.

Weights estimation

block-. /• . ; ,

i

WZ

ww

JU i Inference block

tion pmEvaluation parameters

Figure 5. An evaluation model of operation and state of the object

If Xavg is negative the inference block classifies the object operation as positive,
otherwise - as negative. The evaluation parameters are the percentage fraction of
features in the general evaluation (see Figure 6).

2' V 0 1" 2" 3" 4"5' 4'

Figure 6. Evaluation parameters of the inference block {Zli Z2,....} and [Wj, W2,...}

The parameters value expresses the following formula:

n m

Z, = Zi/JZi , Wj= W//£Wj (8)
1=1 y=i

It follows that the evaluation parameters do not depend on the sequence
composition of positive and negative features. Also, the classification result does
not depend on the sequence arrangement of features. The inference on the positive
classification occurs when satisfying the following equation:

1=1
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The classification change follows due to appearance of the features set, on the side
of the group of features that are in the "minority", with the total weight:

(9)
i=\ i=\ j=\

The new feature appearance influences each time with the decreasing the rank of
remaining features of the same group (positive or negative features). This
illustrates Figure 7.

Figure 7. The influence of the introduction of the new feature on the rank of remaining
features

Suppose that in the first stage there are only two positive features with the same
weights Zj, Z2. The addition of Z3 feature causes the evaluation parameters
correction which can be defined with the help of the expression:

AZi = Zi / ]T Zj -Zi / j ] Zj (W)
7=1

The result of adding the successive object attributes (features) shows Figures 8, 9
and 10. Adding the successive weights causes changes that are proportional to the
values of previously introduced individual weights.



472

its mnk d&pBndencB on successive
additions of object features

1 3 5 7 9 11 13

addition numbtr

Figure 8. Dynamics of changes of weight and its rank (weight parameter) values in the
process of successive additions of object attributes

: Walght pttram*t*r tiepeiHterise pn successive
^ acidliiona of festures **

Ofi

1 2 3 4 5 8 7 8 9 10 11 12

addition number

Figure 9. An example of the weight parameters value change for two selected features

i f*06|ir^^
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1 2 3 4 5 6 7 S 9 10 11 12

Figure 10. Increments (negative) of weight parameters for the example from
Figure 9
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5 QUALITY CONTROL STRATEGY ELEMENTS

The appearance of a new object feature (service) is certainly connected with
economic effects. For example, positive features, as a rule, are connected with
additional costs Kpj as well as profits Zpi resulting from them. The negative
economic effect (Zpi - Kpi) can be treated as the classification of a negative
feature. It happens when attributing weights to features depends exclusively or to
a dominant extent on economic effects. An example of the object features set and
their economic attributes with the simultaneous classification (division into
disadvantages and advantages) is presented in Figure 11.

$ prof Hi set for

80-]

80-

40-

20

0

*«t

3 5 7 9

feature code

11

f

*;4&i

-40-

1.. 2 -3™

n m

Figure 11. The structuralization of the object features set with the division into advantages
and disadvantages

If non-financial factors affect the weight value then they can be taken
into consideration, for example, in the following way:

Zi = ^ (Zpi- Kpt) + (1- 8d*Zmi

Wk=Sk (Zpk- Kpk) + (1- (ID
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where Zra,, Wmk - the influence of non-economic factors on the weight value of an
advantage and disadvantage,

§ - the coefficient of the economic factors share.

6 CONCLUSION

1. The influence of non-economic factors can change the feature categorization
(disadvantage into advantage and vice versa). The diagrams in Figure 12 illustrate
the influence (§ = 0,25; ^=0,75; <$=0,9) of economic and non-economic factors
on the values and categories (the result of classification) of the feature set weights.

f&&iyr& number

Figure 12. The dependence of the weight value on the share of economic and non-

economic factors
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2. The evaluation and its categorization depends on different non-economic
factors that, as can be seen in Figure 12, does not radically change the feature
classification although it can move its weight value towards the opposite category.
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